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Introduction

A
thin structure is a three-dimensional object with one preponderant dimension, such as a wire,

rod, beam, a combination of wires or two preponderant dimensions such as in thin films, thin

plates, shell structures etc.

In this thesis, we are interested in studying physical phenomena which take place in such domains,

more precisely, phenomena of ferro-electricity and hyper-elasticity in the union of thin structures of a

one-dimensional nature.

Although the study of ferroelectricity dates back to the 1920s, only recently theoretical models

for such phenomena in thin structures have been proposed. Gaudiello and Hamdache [46] pro-

posed a rigorous 2D−variational model for a thin film starting from classical non-convex and nonlocal

3D−variational model of the electric polarization in a ferroelectric material, via an asymptotic process.

Let

Ωn = ω×
]
−
hn

2
,
hn

2

[
, n ∈ N,

be a 3D ferroelectric device with open polygonal cross-section ω ⊂ R2 and small thickness hn, where

hn ∈]0, 1[, n ∈ N, is a parameter tending to zero. Since the free energy associated with Ωn is non-

convex, nonlocal and it is given by (for instance, see [22, 71, 76]).

En : p = (p1, p2, p3) ∈
(
H1(Ωn)

)3
→ 1

|Ωn|

∫
Ωn

(
β|rot p|2 + |div p|2 + α

(
|p|2 − 1

)2
− |Dϕp|

2 + (gn · p)
)
dx, (1)
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where ϕp is the unique solution of the problem

ϕp ∈ H1(Ωn),
∫
Ωn

ϕp dx = 0,

∫
Ωn

((−Dϕp + p) ·Dϕ) dx = 0, ∀ϕ ∈ H1(Ωn),

for every n ∈ N and p ∈
(
L2(Ωn)

)3, α = − T−TC
TC

is the reduced temperature which verifies 0 < α < 1

since temperature T is assumed smaller than Curie temperature TC, β > 0 is a positive constant, gn ∈
(L2(Ωn))

3 is an external electric field and p is the spontaneous electric polarization field. Depending

on the initial boundary conditions, the limit problem can be either nonlocal or local. For the boundary

condition,

p · ν = 0 on∂Ωn (2)

imposing appropiate convergence assumptions on the rescaled exterior field in Ω = ω ×
]
−
1

2
,
1

2

[
,

they prove that

lim
n

min
{
En(p) : p ∈ (H1(Ω))3, p · ν = 0 on ∂Ω

}
= min{E∞(q) : q ∈ P∞},

where the functional En, is the rescaled version of En defined in (1) which is given by

En : p→ ∫
Ω

(
β|rotn p|2 + |divn p|2 + α

(
|p|2 − 1

)2
− |Dnϕp|

2 + (fn · p)
)
dx,

where φp is the unique solution of the problem

ϕp ∈ H1(Ω),

∫
Ω

φp dx = 0,

∫
Ω

((−Dnφp + p) ·Dnφ) dx = 0, ∀φ ∈ H1(Ω),

P∞ =

{
q ∈

(
H1(Ω)

)2
, q is independent of x3 and q · ν ′ = 0 on ∂ω×

]
−
1

2
,
1

2

[}
,

=
{
q ∈ (H1(ω))2 : q · ν ′ = 0 on ∂ω

}
and

E∞ : q→ ∫
ω

(
β|rotq|2 + |divq|2 + α

(
|q|2 − 1

)2
− |Dϕq|

2 +

∫ 1
2

− 1
2

((f1, f2)dx3 · q)

)
dx ′.

Also, in 2015, the same authors [47] proposed a reduced model for electrical polarization in a ferro-

electric wire, where starting from a non-convex and nonlocal 3D−variational model for the electric po-



xi

larization in a ferroelectric material, via an asymptotic process they obtain a rigorous 1D−variational

model for a thin wire. Precisely, here let

Ωn = (hnω)×
]
−
1

2
,
1

2

[
, n ∈ N,

be a 3D ferroelectric cylindrical device with small cross-section hnω and thickness 1, where hn ∈]0, 1[,
n ∈, is a parameter tending to zero and ω ⊂ R2 is an open polygonal set. Starting from the free

energy associated with Ωn is non-convex, nonlocal (1) with the boundary condition (2) and imposing

appropiate convergence assumptions on the rescaled exterior field in Ω = ω ×
]
−
1

2
,
1

2

[
, they prove

that

lim
n

min
{
En(p) : p ∈ (H1(Ω))3, p · ν = 0 on ∂Ω

}
= min{E∞(q) : q ∈ H10(] − 1

2 ,
1
2 [)},

where the functional En, is given by (3) and

E∞ : q 7→ β|ω|

∫ 1
2

− 1
2

∣∣∣∣ dqdx3
∣∣∣∣2 dx3 + α|ω|

∫ 1
2

− 1
2

(
|q|2 − 1

)2
dx3 +

(
4π

ε

)2
|ω|

∫ 1
2

− 1
2

|q|2 dx3 −

∫ 1
2

− 1
2

g3qdx3,

with g = (g1, g2, g3) and where ε is the dielectric permeability.

Recently, Carbone et. al. [16] starting from a non-convex and nonlocal 3D−variational model

for the electric polarization in a ferroelectric material (1), and using an asymptotic process based

on dimensional reduction analyze junction phenomena for two orthogonal joined ferroelectric thin

films and obtain three different 2D−variational models for joined thin films, depending on how the

reduction happens.

Another important phenomenon of interest for the scientific community is elasticity of thin struc-

tures plates, shells, rods and beams. Although two-dimensional or one-dimensional models for elastic

structures have been widely known for a long time since Euler, Kirchhoff, Love, Von Kármán and oth-

ers, rigorous justification of these reduced models starting from three-dimensional elasticity has made

progress only in the last 30 years. Given a body Ωh ⊂ R3 made of the same nonlinear hyperelastic

material with thickness h, for a deformation u ∈ H1(Ωh;R3) of the thin structure the elastic energy

per unit thickness is given by

Eh(u) = 1

h

∫
Ωh
W(∇u)dx,

where W is the so-called stored energy function. The general objetive is to obtain an asymptotic rep-
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resentation of the energy as h→ 0 in the variational sense, usually, in the Γ−convergence framework

under specific hypothesis on the forces to which the structure is subjected.

As regards rigorous one-dimensional reduced models, one of the first results in this direction is

due Acerbi et al. [1] who deduced a nonlinear model for elastic strings by means of a reduction from

three dimensions to one. They denote by Σ the reference configuration of the string:

Σ = {(x1, x2, x3) : 0 ≤ x1 ≤ 1, x2 = x3 = 0} ,

and by Σε the “thick" elastic body Σε =
{
(x1, x2, x3) : 0 ≤ x1 ≤ 1, x22 + x23 ≤ ε2

}
. They assume the

stored strain energy, associated to a displacement field u, to be given by a functional of the form∫
Σε

f(∇u)dx,

where f : R3×3 → [0,+∞] is a suitable function, in general not convex. Assuming also that the exterior

loads derive from a potencial of the form u2 + g(x)u, the equilibrium configuration of the body Σε is

given by the solution uε of the minimization problem

min
{∫

Σε

[f(∇u) + u2 + g(x)u]dx
}
,

where the minimum is taken over all functions u belonging to some Sobolev Space W1,p(Σε;R3) and

they prove that if ε→ 0, then uε converges in an appropriate sense to a function u0 defined on Σ, and

this function u0 turns out to be a solution of the variational (limit) problem

min
{∫

Σ

[f∗∗0 (u ′) + u2 + g(x1, 0, 0)u]dx1

}
,

where f0(z) = inf{f(z|α|β);α,β ∈ R3} and f∗∗0 denotes the convex envelope of f0.

The two-dimensional analogue was studied by Le Dret and Raoult [58, 59], who derived nonlinear

models for thin homogeneous plates membranes and shells membranes. In the main work [59], they

deduced that the total energy behavior in terms of the rescaled displacement v for a family of shells

Ω̃ε with thickness ε > 0 made of the same nonlinear hyperelastic homogeneous material which is

subjected to surface forces g(ε) and generated by the diffeomorphism Ψ : Ωε → Ω̃ε given by

Ψ(x1, x2, x3) = ψ(x1, x2) + x3a3(x1, x2),

where Ωε = ω×] − ε, ε[ with ω ⊂ R2 open and bounded set, is given in curvilinear coordinates and
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over the rescaled domain Ω = ω×] − 1, 1[ by

J(ε)(v) =

∫
Ω

W

((
∂1v|∂2v|

∂3v

ε

)
A(ε)−1 + I

)
detA(ε)dx

−

∫
S±
ε−1g(ε) · (v+ Ψ(ε)) ||CofA(ε)e3||dσ,

where,

A(ε)(x) = ∇Ψ(x1, x2, εx3) = A(x1, x2) + εx3 (∂a3(x1, x2)|∂2a3(x1, x2)|0) .

Under assumptions specific on the surface forces g(ε) and the stored energy function W, by

dimension-reduction and Γ−convergence, the authors obtained that the sequence J∗(ε) Γ−converges

in the strong topology of Lp(Ω;R3) when ε→ 0. Let J∗(0) be its Γ−limit. For all v ∈ Lp(Ω;R3), J∗(v)(0)
is given by

J∗(0) =


2

∫
ω

QW0 (x, (a1 + ∂1v|a2 + ∂2v))
√
adx1dx2 −

∫
ω

G · (ψ+ v)
√
adx1dx2, if v ∈ VM,

+∞, otherwise,

where VM =
{
v ∈W1,p

Γ (Ω;R3); ∂3v = 0
}
,

∀v ∈ Lp(Ω;R3), J∗(ε)(v) =

J(ε)(v), if v ∈W1,p
Γ (Ω;R3),

+∞, otherwise,

G = g(x1, x2, 1) + g(x1, x2,−1),
√
a = detA(x) and QW0 is the quasiconvex envelope of W0 : ω ×

R3×2 −→ R
W0(x, F) = inf

z∈R3
W
(
(F|z)A−1(x)

)
.

During recent years interesting contributions on this nonlinear elasticity framework have been

made by Friesecke et al. [38, 37, 40], Babadjian and Baía [7], Lewicka et al. [60, 62, 61], Hornung

and Velčić [73, 74, 75, 54, 55] among others.

Based on the above two contexts involving ferroelectric material and nonlinear hyperelasticity for

homogeneus material it is worth asking the following questions:

1. Is it possible to determine new ferroelectric models for T−junction of thin wires extending that

given by Gaudiello et al. in [47] for a thin wire only?
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2. Is it possible to determine new nonlinearly hyperelastic models for T−junction of thin beams

extending that given by Acerbi et al. in [1]?

Our main results in the thesis concern 3D − 1D models related to ferroelectric and nonlinearly

hyperelastic problems in thin multi-structures which are obtained through dimension-reduction and

Γ−convergence.

The work is structured into three chapters whose contents are briefly described below.

Chapter I is essentially an introduction to Γ−convergence theory essential for the study of the

problems of thin structures and multi-structures. We also briefly describe the basic ferroelectric, elastic

and hyperelastic models which form the starting points of the analysis.

In Chapter II, starting from a 3D−variational model for ferroelectric devices and using an asymp-

totic process based on dimensional reduction, we analyze junction phenomena in a fin-like structure

composed of two orthogonal joined ferroelectric thin cylinders (see Figure 3.1). Such a structure ap-

pears in some types of non-planar transistor used in the design of modern processors, the so-called Fin

Field Effect Transistor (FinFET). We obtain different 1D−variational models depending on the various

boundary conditions. In Section 2.2, the initial problem is rescaled on a fixed domain independent

of the thickness parameter. Section 2.3 is devoted to the introduction of the constant η defined in

(2.9) which appears in the limit of the nonlocal term. Section 2.4 is the heart of the chapter. In

accordance with any of the several boundary conditions on the polarization, different limit behaviors

of the polarization are expected, and consequently also different behaviors of the nonlocal term could

be produced. Indeed, in Proposition 2.4.2, we prove that if the potential generating the nonlocal

term is the solution to problem (2.2), then really the limit of the nonlocal term depends on boundary

conditions on the polarization and we give a very general formula for the limit of the nonlocal term

which covers all the possible cases coming from several boundary conditions on the polarization. If

the potential generating the nonlocal term is the solution to problem (2.3), in Proposition 2.4.3, we

prove that the limit of the nonlocal term is independent of the boundary conditions on the polarization

and, precisely, it is always zero. Finally, using the main ideas of the Γ -convergence method introduced

in [33] (see also [12], [32], and [17]), in Sections 2.5, 2.6, 2.7, and 2.8 we study the asymptotic be-

havior of problems (2.4), (2.5), (2.6), and (2.15), respectively, obtaining L2-strong convergences on

the rescaled polarization pn, on the rescaled potential ϕpn , and on their rescaled gradients. In Section

2.9, we just sketch what happens when the potential generating the nonlocal term is the solution to

problem (2.3). The results of this chapter appear in our article [18].

Finally, in Chapter III, we consider a nonlinearly hyperelastic material structure having the form

of a T−shaped multi-domain composed of two orthogonal joined thin beams whose thicknesses go to
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zero. We show, under appropiate hypotheses on the loads, that the deformations that minimize the

total energy weakly converge in a Sobolev space towards the minimum of a 1D−dimensional energy.

This energy is obtained by Γ−convergence. The chapter is organized as follows: Section 3.2 begins

with the basic background about our multidomain in the context of 3D elasticity. Then it is followed

by a rescaling of the problem and we define the appropiate Sobolev spaces for the deformations and

displacements involved in the rescaled problem. The main result (Theorem 3.1) of the chapter is given

in Subsection 3.2.4. We begin Section 3.3 with Lemma 3.1 and Propositions 2.6.1, 2.4.1 and, Theorem

3.1 is proved with their help. Finally, in Section 3.4, we end by computing the 1D−stored energy in

the case of the Saint Venant-Kirchhoff material for the junction (Proposition 2.6.2). The results of this

chapter have been submitted for publication.
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Abstract

In this work, firstly we study the junction phenomena for two joined thin structures in two kind of context, the
first: ferroelectricity, starting from a non-convex and nonlocal 3D-variational model for the electric polarization
in a T−junction of two orthogonal thin wires made of ferroelectric material, and using an asymptotic process
based on dimensional reduction, we obtain different 1D variational models depending of the initially boundary
condition, and the second context: hyperelasticity, starting from 3D nonlinear elasticity equations and using
dimensional reduction and Γ−convergence analyze junction phenomena for two orthogonal joined thin beams
and we obtain a 1D variational model composed of the elastic energy of the vertical beam and the horizontal
beam.

Keywords: electric polarization, ferroelectric devices, hyperelasticity, thin wires, junctions, dimension reduc-

tion, gamma-convergence.
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Resumen

En este trabajo primeramente estudiamos el fenómeno de la unión para dos estructuras en dos tipos de contex-
tos, el primero: ferroelectricidad, iniciando desde un modelo tridimensional variacional no local y no convexo
para la polarización eléctrica en una unión en forma de T de dos cables ortogonales hechos de material fer-
roeléctrico, y usando un proceso asintótico basado en reducción dimensional, obtenemos distintos modelos 1D
dependiendo de las condiciones de frontera iniciales. El segundo contexto: hiperelasticidad, a partir de las
ecuaciones de elasticidad tridimensional y usando reducción de dimensión y Γ−convergencia analizamos el
fenómeno de la unión para dos vigas ortogonales unidas y obtenemos un modelo variacional 1D compuesto de
la energía elástica de la viga vertical y la viga horizontal.

Palabras Claves: polarización eléctrica, dispositivos ferroeléctricos, hiperelasticidad, cables delgados, uniones,

reducción de dimensión, gamma-convergencia.
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Background material





Chapter 1
Background material

This chapter is devoted to summarize the material that constitutes the background for the rest of the

thesis. The contents of Section 1.1 are the notations used throughout the work. In Section 1.2, we

introduce the main method that has been used in this thesis: the direct method of the calculus of

variations and Γ−convergence. In this direction, we recall some properties of Γ−convergence. Finally,

in Section 1.3, we recall the notion of a thin structure and the corresponding three dimensional

ferroelectric and nonlinear hyperelastic models in existence. A more detailed description of some of

the contents of this chapter can be found in [12, 13, 32, 5], among others.

1.1 Notation

Throughout this thesis, we denote by N,R, R+ and Rm×n the sets of natural, real, positive real numbers

and the space of real m × n matrices endowed with the usual Euclidean norm for a m × n-matrix F

as ||F|| =
√

tr FT F respectively. In this work, h = {hn}
∞
n=1 stands for a generic decreasing sequence of

positive numbers such that lim
n→∞hn = 0. We will write a generic point x ∈ R3 as

x = (x ′, x3), where x ′ ∈ R2 and x3 ∈ R,

and we will use the notation ∇ ′ to denote the gradient with respect to x ′. For every r ∈ R, dre is

its the greatest integer part. With a slight abuse of notation, for every x ′ ∈ R2, dx ′e and bx ′c are the

points in R2 whose coordinates are given by the greatest and least integer parts of the coordinates of

x ′, respectively. We denote by SO(3), the set of proper rotations, that is

3
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SO(3) := {R ∈ R3×3 : RTR = Id and detR = 1}.

Given a matrix M ∈ R3×3, M ′ stands for 3× 2 submatrix of M given by its first two columns. For

every M ∈ Rn×n, symM is the n× n symmetrized matrix defined as

symM :=
M+MT

2
.

We adopt the convention that C designates a generic constant, whose value may change from expres-

sion to expression in the same disscusion.

1.2 The Direct Method of the Calculus of Variations and
Γ−Convergence

In this section, we give a brief introduction to the direct method of the calculus of variations,

Γ−convergence and their basic properties motivated by the works in Chapter 2 and Chapter 3. Let

(X, d) be a metric space and let f : X → R be a function not identically equal to ∞, where R is

the extended real line, [−∞,+∞]. The direct method provides conditions on X and f to ensure the

existence of a minimum point for f. Tonelli’s direct method may be summarized in four steps:

Step 1: Consider a minimizing sequence {un} ⊂ X, that is, a sequence such that

lim
n→∞ f(un) = inf

u∈X
f.

Step 2: Prove that {un} admits a subsequence {unj} that converges with respect to some (possibly

weaker) topology τ to some point u0 ∈ X.

Step 3: Establish the sequential lower semi-continuity of f with respect to τ.

Step 4: In view of Steps 1-3, conclude that u0 is a minimum of f because

inf
u∈X

f = lim
n→∞ f(un) = lim

j→∞ f(unj) ≥ f(u0) ≥ inf
u∈X

f.

We now turn our attention to describe the behavior of a family of minimization problems depend-
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ing on a parameter, for example,

inf{fh(u) : u ∈ Xh},

for h > 0. The goal is to approximate these problems by using a limit theory as h → 0 leading to an

“effective energy" f, with the limiting problems described by

min{f(u) : u ∈ X}.

A suitable notion of convergence for the family of functionals fh so that the limiting functional may

be treated using the direct method, as outlined above, is Γ−convergence. Below we briefly recall

the principal notions and results but a more detailed explanation can be found in [12, 13, 32]. Our

exposition follows closely that of Braides [13] as the main ideas presented there are very transparent

and understandable.

The Γ−convergence introduced by De Giorgi and Franzoni [33] is designed to address the con-

vergence of minimum problems: it may be convenient in many situations to study the asymptotic

behavior of a family of problems

mh = min {fh(x) : x ∈ Xh} (1.1)

not through the study of the properties of the solutions xh, but by defining a limit energy f0 such that,

as h→ 0, the problem

m0 = min {f0 : x ∈ X0} (1.2)

is a ‘good approximation’ of the previous one; i.e. mh → m0 and xh → x0, where x0 is itself a solution

of m0. This latter requirement might involve the extraction of a subsequence if the ‘target’ minimum

problem admits more than a solution. Of couse, in order to make this procedure a sense, we required a

equi-coerciveness property for the energies fh; i.e., that we may find a pre-compact minimizing sequence
( that is, fh(xh) ≤ inf fh + o(1)) such that the convergence xh → x0 can take place.

Then, the natural notion of the Γ−limit f0 of fh, with respect to a topology X0 is given by the

following two conditions:

(i) liminf inequality: for every x ∈ X0 and for every xh → x we have

f0(x) ≤ lim inf
h→0 fh(xh). (1.3)

In other words, f0 is a lower bound for the sequence fh, in the sense that f0(x) ≤ fh(xh) +

o(1), whenever xh → x. If the family fh is equi−coercive, then this condition immediately

implies one inequality for the minimization problems: if (xh) is a minimizing sequence and



6 Chapter 1. Background material

(upon subsequences) xh → x0 then

inf f0 ≤ f0(x0) ≤ lim inf
h→0 fh(xh) = lim inf

h→0 inf fh (1.4)

(ii) limsup inequality or existence of a recovery sequence : for every x ∈ X0 we can find a sequence

xh → x such that

f0(x) ≥ lim sup
h→0 fh(xh). (1.5)

Note that if (i) and (ii) hold then in fact f0(x) = limh→0 fh(xh), so that the lower bound is sharp.

From (1.5), we get in particular that f0(x) ≥ lim sup
h→0 inf fh, and since this holds for all x, we

conclude that

inf f0 ≥ lim sup
h→0 inf fh. (1.6)

An f0 satisfying (1.5) is an upper bound for the sequence (fh) and its computation is usually

related to an ansatz leading to the construction of the squence xh.

From the two inequalities (1.3) and (1.6) we obtain the convergence of the infima mh in (1.1)

to the minimum m0 in (1.2). Not only that: we also obtain that every cluster point of a minimizing

sequence is a minimum point for f0. This is the fundamental theorem of Γ−convergence, that is

summarized by the implication

Γ − convergence + equi-coerciveness =⇒ convergence of minimum problems.

A hidden element in the procedure of the computation of a Γ−limit is the choice of the right

notion of convergence xh → x. This is actually one of the main issues in the problem: a convergence

is not given beforehand and should be chosen in such a way that it implies the equi-coerciveness of

the family fh. The choice of a weaker convergence, with many converging sequences, makes this

requirement easier to fullfill, but at the same time makes the liminf inequality more difficult to hold.

In the following, we will not insist on the motivation of the choice of the convergence, that in most

cases will be a strong Lp−convergence (the choice of a separable metric space makes life easier). The

reader is anyhow advised that this is one of the main points of the Γ−convergence approach. Another

related issue is that of the correct energy scaling. In fact, in many cases the given functionals fh will

not give rise to an equi-coercive family with respect to a meaningful convergence, but the right scaled

functionals, e.g., h−αfh, will turn out to better describe the behaviour of minimum problems. The

correct scaling is again usually part of the problem.

Applications of Γ−convergence to artial differtential equations can be generally related to the
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behaviour of the Euler-Lagrange equations of some integral energy. The prototype of such problems

can be rewritten as

mh = inf
{∫

Ω

fh(x,Du)dx−

∫
Ω

〈g, u〉dx : u = ϕ on ∂Ω
}
. (1.7)

1.2.1 Definition and properties of Γ−convergence

We have seen at the beginning of Section 1.2 how a definition of Γ−convergence can be given in terms

of properties of the functions along converging sequences. That one will be the definition, we will

normally use. For the sake of completeness, we give a more general definition of Γ−convergence,

following Braides [12] or Dal Maso [32] for a family of functions fh : X → [−∞,∞] defined on a

topological space X. In that case we say that fh Γ−converges to f : X → [−∞,∞] at x ∈ X as h → 0 if

we have

f(x) = sup
U∈N (x)

lim inf
h→0 inf

y∈U
fh(y)

(
= sup
U∈N (x)

sup
0<ρ

inf
h<ρ

inf
y∈U

fh(y)

)

= sup
U∈N (x)

lim sup
h→0 inf

y∈U
fh(y)

(
= sup
U∈N (x)

inf
0<ρ

sup
h<ρ

inf
y∈U

fh(y)

)
, (1.8)

where N (x) denotes the family of all neighbourhoods of x in X. In this case, we say that f(x) is the

Γ−limit of fh at x and we write

f(x) = Γ − lim
h→0 fh(x). (1.9)

If (1.9) holds for all x ∈ X then we say that fh Γ−converges to f (on the whole X). Note that we

sometime will consider families of functionals fh : Xh → [−∞,∞], where the domain may depend on

h. In this case, it is understood that we identify such functionals with

f̃h(x) =

fh if x ∈ Xh
+∞ if X \ Xh,

where X is a space containing all Xh where the convergences takes place.

THEOREM 1.1. (see [13]) (equivalent characterizations of Γ−convergence) Let X be a metric space and
let fh, f : X → [−∞,∞]. Then the Γ−convergence of fh to f, in the sense of the definition given above, is
equivalent to any of the following conditions
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(a) we have

f(x) = inf
{

lim inf
h→0 fh(xh) : xh → x

}
= inf

{
lim sup
h→0 fh(xh) : xh → x

}
; (1.10)

(b) we have

f(x) = min
{

lim inf
h→0 fh(xh) : xh → x

}
= min

{
lim sup
h→0 fh(xh) : xh → x

}
; (1.11)

(c) (sequential Γ−convergence) we have

(i) (liminf inequality) for every sequence (xh) converging to x

f(x) ≤ lim inf
h→0 fh(xh); (1.12)

(ii) (limsup inequality) there exist a sequence (xh) converging to x such that

f(x) ≥ lim sup
h→0 fh(xh); (1.13)

(d) the liminf inequality (c)(i) holds and

(ii)’ (existence of a recovery sequence) there exist a sequence (xh) converging to x such that

f(x) = lim
h→0 fh(xh). (1.14)

(e) the liminf (c)(i) holds and

(ii)” (aproximate limsup inequality) for all η > 0 there exists a sequence (xh) converging to x
such that

f(x) ≥ lim
h→0 sup fh(xh) − η. (1.15)

Moreover, the Γ−convergence of fh to f on the whole X is equivalent to

(f) (limits of minimum problems) inequality

inf
U
f ≥ lim sup

h→0 inf
U
fh (1.16)

holds for all open sets U and inequality

inf
K
f ≤ sup

{
lim inf
h→0 inf

U
fh : U ⊃ K,U open

}
(1.17)
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holds for all compact sets K.

Finally, if d denote a distance on X and we have a uniform lower bound fh(x) ≥ −c (1+ d(x, x0)
p)

for some p > 0 and x0 ∈ X, then the Γ−convergence of fh to f on the whole X is equivalent to

(g) (convergence of Moreau-Yosida transforms) we have

f(x) = sup
λ>0

lim inf
h→0 inf

y∈X
{fh(y) + λd(x, y)

p}

= sup
λ>0

lim sup
h→0 inf

y∈X
{fh(y) + λd(x, y)

p} . (1.18)

Now we recall some of the main properties and results involving Γ−convergence.

THEOREM 1.2. (cf. [13]) (Compactness) Let (X, d) be a separable metric space, and for all j ∈ N let
fj : X → R be a sequence of functions. Then there exist an increasing sequence of integers (jk) such that
Γ − limk fjk(x) exists for all x ∈ X.

PROPOSITION 1.2.1. (see [12]) (Urysohn property) We have Γ − limj fj = f if and only if for every
subsequence (fjk) there exists a further subsequence which Γ−converges to f.

DEFINITION 1.1. A family fh : X → R is called positively homogeneous of degree d > 0 if for all x ∈ X
and λ > 0 we have fh(λx) = λdfh(x) for all h > 0.

PROPOSITION 1.2.2. (cf. [13]) If each element of the family (fh) is positively homogeneous of degree d
(respectively, convex, a quadratic form) then their Γ−limit is f0 is positively homogeneous of degree d
(respectively, convex, a quadratic form).

DEFINITION 1.2. We will say that a sequence fh : X → R is equi−coercive if for all t ∈ R there exists a
compact set Kt such that {fh ≤ t} ⊂ Kt.

THEOREM 1.3. (see [13]) (Fundamental theorem of Γ−convergence) Let (X, d) a metric space and let (fh)
be a equi-coercive family of functions on X, and let f = Γ − limh→0 fh; then

min
X
f = lim

h→0
(

inf
X
fh

)
. (1.19)

Moreover, if (xh) is a precompact sequence such that limh→0 fh(xh) = limh→0 infX fh, then every limit of
a subsequence (xh) is a minimum point for f.



10 Chapter 1. Background material

In many cases, without scaling Γ -limit provides a functional with a lot of minimizers. In this case,

a further ‘Γ−limit of higher order’, with a different scaling, may bring more information, as formalized

in the following result by Anzellotti and Baldo in [5] (see also [6]).

THEOREM 1.4. (cf. [13])(Development by Γ−convergence) Let (X, d) now be a metric space. Let fh :

X → R be a family of d−equi−coercive functions and let f0 = Γ(d) − limh→0 Fh. Let mh = inf fh and
m0 = min F0. Suppose that for some δh > 0 with δh → 0 there exists the Γ−limit

f1 = Γ(d ′) − lim
h→0 fh −m

0

δh
, (1.20)

and that the sequence f1h = (fh −m
0)/δh is d ′−equi−coercive for a metric d ′ which is not weaker than

d. Define m1 = min F1 and suppose that m1 6= +∞; then we have that

mh = m0 + δhm
1 + o(δh) (1.21)

and from all sequences (xh) such that fh(xh) −mh = o(δh) (in particular this holds for minimizers, if
any) there exists a subsequence converging in (X, d ′) to a point x which minimizes both f0 and f1.

1.3 Thin structures, ferroelectric and nonlinearly hyperelastic
model

1.3.1 Thin structures

A thin structure is a three-dimensional object with one preponderant dimension, such as a wire, rod,

beam, a combination of wires or two preponderant dimensions such as in thin films, thin plates, shell

structures etc. In these structures, some physical phenomena take place that are generally described

by variational problems. By starting from 3D models and using asymptotic mathematical methods,

one tries to obtain 1D or 2D limit problems describing the physical phenomena in a thin structure.

The reduced models are justified by reasons of simplicity and economy, and are also necessary from a

numerical point of view. In this thesis, we are interested in ferroelectric problems and in nonlinearly

hyperelastic problems in thin structures which are unions of components of a one-dimensional nature.
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1.3.2 Ferroelectric model

Ferroelectricity is a property of some materials to have a spontaneous electrical polarization that can

be reversed by the application of an external electric field. Hysteresis phenomena appear, so the

behavior of these materials is very similar to the one of ferromagnetic materials. Analogously, a Curie

temperature TC appears, too.

The idea of existence of materials which can have stable electric polarization is as old as the

study of electrical phenomena. The quest was perhaps opened by S. Gray in the middle of eighteenth

century. O. Heaveside is quoted as the creator of term “electret” for this kind of materials in 1885,

borrowing the name from magnet, by analogy. T. Iguchi obtained the first electret at the beginning of

the 1920s by mixing and heating some inorganic natural materials. In the 1920s, J. Valasek discovered

the presence of a hysteresis cycle (and so the first ferroelectric material) in Rochelle salt, a common

salt but chemically and crystallographically complex enough. Immediately later, another ferroelectric

salt was discovered (KH2PO4). Then the study of ferroelectric phenomena using some theoretical

models were proposed. In the 1940s, the family of ferroelectric material enlarged, e.g. ferroelectric

properties were demonstrated in barium titanate (BaTiO3) and lead titanate (PbTiO3). These simple

materials opened the way for industrial use of materials with ferroelectric properties and also the

modeling of these materials was more intensively studied. Properties of ferroelectric materials are

now applied in a wide variety of contexts. In particular, due to the switching effect of hysteresis cycle,

thin ferroelectric materials are used in electronic circuits with miniaturized and integrated forms in

memory and storage devices as, for instance, radio frequency identification cards (RFID). Moreover,

also the ferroelectric tunnel junction (FTJ) seems to offer great opportunities. We refer to [9, 22, 30],

about the history and applications of ferroelectric material. Recently, the mathematical modeling (in

the static case) of thin structures of ferroelectric materials was studied starting from a non-convex

and nonlocal 3D-variational model for the electric polarization. Via an asymptotic process based on

dimensional reduction, 2D-variational models for thin films were obtained in [46], and 1D-variational

models for thin wires were obtained in [47].

Now, we summarize the essential features of the model that we consider (see also [9, 22, 30, 63,

68, 71, 76]). We do not take into account any deformation of the ferroelectric material. The electric

displacement D is given by D = ε0E + P, where ε0 > 0 is the vacuumpermeability, E is the applied

external field, and P is the spontaneous electric polarization in a ferroelectric body B. Assume that E

is the gradient of a potential ψ , i.e.

E = Dψ, (1.22)
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and that the electric field generated by P derives from a potential ϕP satisfying the electrostatic equa-

tion

div (−ε0DϕP + P) = 0. (1.23)

We limit ourselves to the case where no strong electric field has been applied on B, but only a very weak

electric field acts on it (e.g. it is the case of iron in the ferromagnetism, before the magnetization, by

analogy). Then we can assume that there are not Weis domains (i.e. regions with different polarization

separated by well-defined interfaces), but only transition regions. In this framework, we can assume

that the polarization does not generate an electric field outside B. Consequently, equation (1.23) holds

true in B, and the boundary conditions

P · ν = 0, DϕP · ν = 0 on∂B (1.24)

can be added, where ν denotes the unit outer normal on ∂B.

One assumes that P minimizes the energy functional∫
B

(
β|rot P|2 + |div P|2 + α

(
|P|2 − 1

)2)
dx+

∫
R3

|Dψ+DϕP|
2dx, (1.25)

where α and β are two positive constants independent of the external field and of the temperature.

Here,
∫
B

(
β|rot P|2 + |div P|2

)
dx reduces to the classical energy

∫
B |DP|2dx when β = 1 (see (1.22)), so

roughly speaking this term penalizes the spatial variation of P. The term α
∫
B

(
|P|2 − 1

)2
dx obliges |P|

to be near to 1, and it can induce a phase transition of P. So the body is driven to have regions of uni-

form polarization separated by thin transition layers. The term
∫
R3 |Dψ+DϕP|

2dx is the electrostatic

energy. As this last term is concerned, we have∫
R3

|Dψ+DϕP|
2dx =

∫
R3

|E|2dx+ 2
∫
B

Dψ ·DϕPdx+

∫
B

|DϕP|
2dx, (1.26)

thanks to (1.22). On the other hand, using (1.23) and (1.24) give∫
B

Dψ ·DϕPdx =
1

ε0

∫
B

Dψ · Pdx. (1.27)

Consequently, inserting (1.26) and (1.27) in (1.25), and remarking that
∫
R3 |E|

2dx is constant with

respect to P, the energy functional minimized by P becomes∫
B

(
β|rot P|2 + |div P|2 + α

(
|P|2 − 1

)2)
dx+

∫
B

|DϕP|
2dx+

2

ε0

∫
B

E · Pdx, (1.28)
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where
∫
B |DϕP|

2dx is the electrostatic energy induced by P, and the external energy
∫
B E · Pdx favors

the polarization parallel (but in opposite sense) to E.

1.3.3 Nonlinearly hyperelastic model

We consider an elastic body that occupies the closure of a bounded, open, connected subset Ω of R3

with a sufficiently smooth boundary in the absence of applied forces, henceforth called the reference

configuration of the body. Any other configuration that the body might occupy when subjected to

applied forces will be defined by means of a deformation, that is, a mapping

Φ : Ω→ R3

that is orientation preserving (i.e., det∇Φ(x) > 0 for all x ∈ Ω) and injective on the open setΩ (i.e., no

interpenetration of matter occurs). The image Φ(Ω) is called the deformed configuration of the body

defined by the deformation Φ. “The difference” between a deformed configuration and the reference

configuration is given by the displacement, which is the vector field defined by

u := Φ− id,

where id : Ω→ Ω is the identity map.

We now give the basic definitions and notions of elastic materials and refer to Ciarlet [24] for a

more detailed description of the same. Let T(x) and Σ(x) be the first and second Piola-Kirchhoff stress

tensor at x respectively. A material is elastic if there exist a function T(x) : Ω×R3×3+ → R3×3 such that

T(x) := T# (x,∇Φ(x)) , for all x ∈ Ω ⊂ R3.

Equivalently, a material is elastic if there exists a function Σ# : Ω× R3×3+ → R3×3 such that

Σ(x) := Σ# (x,∇Φ(x)) , for all x ∈ Ω ⊂ R3.

Either function T# or Σ# is called the response function of the material.
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1.3.3.1 Frame-indifference

A response function can not be arbitrary, because a general axiom in physics asserts that any “ob-

servable quantity" must be independent of the particular orthogonal basis in which it is computed.

This property, which must be satisfied by all elastic materials, is called the axiom of material frame-

indifference. The following theorem translates this axiom in terms of the response function of the

material.

THEOREM 1.5. [24, Section 3.3.] An elastic material satisfies the axiom of material frame-indifference if
and only if

T#(x,QF) = QT#(x, F) for all x ∈ Ω and Q ∈ SO(3) and F ∈ R3×3+ ,

or equivalently,

Σ#(x,QF) = Σ#(x, F) for all x ∈ Ω and Q ∈ SO(3) and F ∈ R3×3+ .

This axiom restricts the form of the response function. We now examine how its form can be

further restricted by other properties that a given material may posses.

1.3.3.2 Isotropic material

An elastic material is isotropic at a point x of the reference configuration if the response of the material

“is the same in all directions". An elastic material occupying a reference configuration Ω is isotropic

if it is isotropic at all points of Ω. The following theorem gives a characterization of the response

function of an isotropic elastic material:

THEOREM 1.6. [24, Section 3.4.] An elastic material occupying a reference configuration Ω is isotropic
if and only if

T#(x, FQ) = T#(x, F)Q for all x ∈ Ω and Q ∈ SO(3) and F ∈ R3×3+ ,

equivalently,

Σ#(x, FQ) = QTΣ#(x, F)Q for all x ∈ Ω and Q ∈ SO(3) and F ∈ R3×3+ .
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1.3.3.3 Natural state

The response function of an elastic material can be further restricted if its reference configuration is

a natural state, according to the following definition: A reference configuration Ω is called natural

state, or equivalently is said to be stress-free (see [24, Section 3.6.]), if

T#(x, I) = 0 for all x ∈ Ω,

or equivalently, if and only if

Σ#(x, I) = 0 for all x ∈ Ω.

1.3.3.4 The equations of nonlinear three-dimensional elasticity

Assuming that the constituting material has known response function given by T# or by Σ# and that

the body is held fixed on Γ0 := ∂Ω \ Γ1, one can deduce combining the equations of equilibrium given

in [24, Theorem 2.6-1.] with the constitute equations of the material seen above (frame-indifference,

isotropic, heterogeneous and natural state) that the deformation arising in the body in response to the

applied forces of densities f and g satisfies the nonlinear boundary value problem:

−div T(x) = f(x), x ∈ Ω,

Φ(x) = x, x ∈ Γ0, (1.29)

T(x)n(x) = g(x), x ∈ Γ1,

where Γ1 is a da−measurable subset of the boundary of Ω, Γ0 = ∂Ω \ Γ1,

T(x) = T#(x,∇Φ(x)) = ∇Φ(x)Σ#(x,∇Φ(x)) for all x ∈ Ω.

1.3.3.5 Hyperelastic material

An elastic material is hyperelastic if there exist a function W : Ω → R3×3+ → R, called the stored

energy function, such that its response function T# can be fully reconstructed from W by means of

the relation

T# (x, F) =
∂W

∂F
(x, F) for all (x, F) ∈ Ω× R3×3

+ ,
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where ∂W
∂F denotes the Fréchet derivative of W with respect to the variable F. In other words, at each

x ∈ Ω, ∂W∂F (x, F) is the unique matrix in R3×3 that satisfies

W(x, F + H) = W(x, F) +
∂W
∂F

(x, F) : H + ox(|H|)

for all F ∈ R3×3
+ and H ∈ R3×3 (a detailed study of hyperelastic materials can be found in e.g. [24,

Chap. 4]).

John Ball [8] has shown that the minization problem formally associated with the equations of

nonlinear three-dimensional elasticity (see (1.29)) when the material constituting the body is hyper-
elastic has solutions if the function W satisfies certain physically realistic conditions of polyconvexity,

coerciveness, and growth.

The major interest of hyperelastic materials is that, for such materials, the equations of nonlinear

three-dimensional elasticity are, at least formally, the Euler equation associated with a minimization

problem (this property only holds formally because, in general, the solution to the minimization prob-

lem does not have the regularity needed to properly establish the Euler equation associated with the

minimization problem). To see this, consider first the equations of nonlinear three-dimensional elas-

ticity (see (1.29)), where, for simplicity, we have assumed that the applied forces do not depend on

the unknown deformation Φ.

A weak solutionΦ to the boundary problem (1.29) is then the solution to the following variational

problema, also known as the principle of virtual works:∫
Ω

T#(·,∇Φ) : ∇vdx =
∫
Ω

f · vdx+
∫
Γ1

g · vda (1.30)

for all smooth enough vector fields v : Ω → R3 such that v = 0 on Γ0. If the matrial is hyperelastic,

then T#(x,∇Φ(x)) = ∂W
∂F (x,∇Φ(x)), and the above equation can be written as

J ′(Φ)v = 0,

where J ′ is the Fréchet derivative of the functional J defined by

J(Ψ) :=

∫
Ω

W (x,∇Ψ(x)) dx−
∫
Ω

f · Ψdx−
∫
Γ1

g · Ψda, (1.31)

for all smooth enough vector fields Ψ : Ω → R3 such that Ψ = id on Γ0. The functional J is called the

total energy.
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Therefore the variational equations associated with the equations of nonlinear three-dimensional

elasticity are, at least formally, the Euler equations associated with the minimization problem

J(Φ) = min
Ψ∈M

J(Ψ),

whereM is an appropiate set of all admissible deformations Ψ : Ω→ R3.

The first term in equation (1.31)

E(Ψ) :=

∫
Ω

W (x,∇Ψ(x)) dx (1.32)

is called the elastic energy for a three-dimensional body Ω made of the same nonlinearly hyperelastic

material which satisfies the axiom of material frame-indifference and is a natural state, i.e. for all

x ∈ Ω, we have W(x,RF) =W(x, F) and W(x, I) = 0 for all F ∈ R3×3, R ∈ SO(3).





PART II

T-junction of ferroelectric wires





Chapter 2
T-junction of ferroelectric wires

L. Carbone, A. Gaudiello, P. Hernández-Llanos, T-junction of ferroelectric wires, published (online and
printed versions) in ESAIM: Mathematical Modelling and Numerical Analysis.
DOI: https://doi.org/10.1051/m2an/2020001.

Abstract. In this chapter, starting from a non-convex and nonlocal 3D variational mathematical

model for the electric polarization in a ferroelectric material, and using an asymptotic process based

on dimensional reduction, we analyze junction phenomena for two orthogonal joined ferroelectric

wires. Depending on the initial boundary conditions, we get several limit problems.

Keywords: electric polarization, nonlocal problems, optimal control, wire, junctions.

2010 AMS subject classifications: 35Q61; 78A25; 49J20.

2.1 Introduction

In this paper, starting from a non-convex and nonlocal 3D variational mathematical model for the

electric polarization in a ferroelectric material, and using an asymptotic process based on dimensional

reduction, we analyze junction phenomena, from an energetic point of view, for two T-joined ferro-

electric wires. Depending on the initial boundary conditions, we get several limit problems. We refer

to [9], [22], [30], [63], [68], [71], and [76] (see also the introduction in [16]) about general history,

applications, and mathematical modeling of the electric polarization in ferroelectric structures.
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Let {hn}n∈N ⊂]0, 1[ be a sequence such that

lim
n
hn = 0.

For every n ∈ N, set (see Figure 3.1)

Ωan = hn
]
− 1
2 ,
1
2

[2 × [0, 1[, Ωbn =
]
− 1
2 ,
1
2

[
× hn

(]
− 1
2 ,
1
2

[
× ]−1, 0[

)
, Ωn = Ωan ∪Ωbn.

The multidomain Ωn models a ferroelectric structure consisting of two joined orthogonal paral-

lelepipeds Ωan and Ωbn. The first parallelopiped has constant height along the direction x3, the second

one has constant height along the direction x1, while both of them have a small cross section of area

h2n and are joined by the small surface hn
]
− 1
2 ,
1
2

[2 × {0}. Several energetic approaches can be consid-

Figure 2.1 The set Ωn.

ered. We begin with a standard choice for the functional representing the energy. Precisely, consider

the following non-convex and non-local energy associated with Ωn

En : P ∈
(
H1(Ωn)

)3 → ∫
Ωn

(
|D P|2 + α

(
|P|2 − 1

)2
+ |DϕP|

2 + Fn · P
)
dx, (2.1)
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where α is a positive constant, Fn ∈
(
L2(Ωn)

)3, · denotes the inner product in R3, and ϕP is the unique

solution, up to an additive constant, to

min
{∫

Ωn

(
−
1

2
|Dϕ|2 + P ·Dϕ

)
dx : ϕ ∈ H1(Ωn)

}
, (2.2)

or alternatively ϕP is the unique solution to the following problem

min
{∫

Ωn

(
−
1

2
|Dϕ|2 + P ·Dϕ

)
dx : ϕ ∈ H10(Ωn)

}
. (2.3)

Note that in (2.2) and in (2.3) the vacuum permeability constant is assumed equal to 1.

The direct method of calculus of variations ensures that the following problems

min
{
En(P) : P ∈

(
H1(Ωn)

)3}
, (2.4)

min
{
En(P) : P ∈

(
H1(Ωn)

)3
, P · ν = 0 on ∂Ωn

}
, (2.5)

and

min
{
En(P) : P ∈

(
H1(Ωn)

)3
, P // e3 on ∂Ωn

}
, (2.6)

admit solutions, where ν denotes the unit outer normal on ∂Ωn, e3 = (0, 0, 1), and // is the symbol of

parallelism.

Note that (2.4), (2.5), and (2.6) are optimal control problems.

With respect to the conditions on ϕP, we note that considering minimization problem (2.2) pro-

vides 
div (−DϕP + P) = 0, in Ωn,

(−DϕP + P) · ν = 0, on ∂Ωn,

(2.7)

and so the classical boundary flow balance condition, while minimization problem (2.3) provides
div (−DϕP + P) = 0, in Ωn,

ϕP = 0, on ∂Ωn,

(2.8)

and so the classical boundary condition of "grounded domain".
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We precise that our modeling is restricted to the cases where the external field Fn is weak with

respect to the intensity of the intrinsic polarization P. So, in our choice of energetic functional, we

can omit to take into account formation of Weiss domains and walls, but we admit only transition

regions. Moreover, considering minimization problem (2.5) entails the action of a very weak external

field Fn on a body which was not previously polarized (see also introduction in [16]). Considering

minimization problem (2.6) entails the action of an external field Fn on a body previously polarized

along an assigned direction. The external field is not strong enough to change the orientation of the

polarization on the boundary. Eventually, considering minimization problem (2.4) entails the action

of a stronger electric field Fn.

The goal of this paper is to study the asymptotic behavior, as n to ∞, of these problems. To this

aim, the external field Fn is rescaled on

Ωa ∪Ωb =
(]

− 1
2 ,
1
2

[2×]0, 1[) ∪ (]− 1
2 ,
1
2

[2×] − 1, 0[)
((see (2.18)) and the rescaled field is assumed to converge to (fa, fb) weakly in(
L2 (Ωa)

)3 × (L2 (Ωb))3 (see (2.30)). Moreover, let

Ea : qa ∈
(
H1(]0, 1[)

)3 → ∫ 1
0

(∣∣∣∣dqadx3

∣∣∣∣2 + α(|qa|2 − 1)2 + η(|qa1 |2 + |qa2 |
2
)
+ |qa3 |

2

)
dx3

+

∫ 1
0

(∫
]− 12 ,

1
2 [
2
fadx1dx2 · qa

)
dx3,

Ebl : q
b ∈

(
H1
(]

−
1

2
, 0

[))3 → ∫ 0
− 1
2

(∣∣∣∣dqbdx1

∣∣∣∣2 + α(|qb|2 − 1)2 + |qb1 |
2 + η

(
|qb2 |

2 + |qb3 |
2
))

dx1

+

∫ 0
− 1
2

(∫
]− 12 ,

1
2 [×]−1,0[

fbdx2dx3 · qb
)
dx1,

and

Ebr : q
b ∈

(
H1
(]
0,
1

2

[))3 → ∫ 12
0

(∣∣∣∣dqbdx1

∣∣∣∣2 + α(|qb|2 − 1)2 + |qb1 |
2 + η

(
|qb2 |

2 + |qb3 |
2
))

dx1

+

∫ 1
2

0

(∫
]− 12 ,

1
2 [×]−1,0[

fbdx2dx3 · qb
)
dx1,
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where η is the constant defined by

η =

∫
]− 12 ,

1
2 [
2
|Dr|2dydz, (2.9)

r being the unique solution to a suitable variational problem (see (2.31)).

As far as the first problem (2.4) with the constraint (2.2) is concerned, we prove that

lim
n

min
{

1

|Ωn|
En(P) : P ∈

(
H1(Ωn)

)3}
=
1

2
min
{
Ea(qa) + Ebl (q

b) + Ebr (q
b) :

(qa, qb) ∈
(
H1(]0, 1[)

)3 × (H1 (]− 1
2 ,
1
2

[))3
, qa(0) = qb(0)

}
.

(2.10)

More precisely, (see Theorem 2.1) we study the asymptotic behavior of the rescaled polarization. On

the vertical wire we obtain a limit polarization pa = (pa1 , p
a
2 , p

a
3 ) independent of (x1, x2). On the

horizontal wire we obtain a limit polarization pb = (pb1 , p
b
2 , p

b
3), independent of (x2, x3). Moreover,

pa(0) = pb(0)

and (pa, pb) is a solution to the 1-dimensional vector valued problem in the right-hand side of (2.10).

As far as the second problem (2.5) with the constraint (2.2) is concerned, we prove that

lim
n

min
{

1

|Ωn|
En(P) : P ∈

(
H1(Ωn)

)3
: P · ν = 0 on ∂Ωn

}

=
1

2
min
{
Ea(0, 0, qa3 ) : qa3 ∈ H10(]0, 1[)

}

+
1

2
min
{
Ebl (q

b
1 , 0, 0) : q

b
1 ∈ H10

(]
− 1
2 , 0
[)}

+
1

2
min
{
Ebr (q

b
1 , 0, 0) : q

b
1 ∈ H10

(]
0, 12
[)}

.

(2.11)

More precisely, (see Theorem 2.2) on the vertical wire we obtain a limit polarization (0, 0, pa3 ) where

pa3 is independent of (x1, x2) and is a solution to the first 1-dimensional scalar problem in the right-

hand side of (2.11). On the first half of the horizontal wire we obtain a limit polarization (pb1,l, 0, 0)

where pb1,l is independent of (x2, x3) and it is a solution to the second 1-dimensional scalar problem in

the right-hand side of (2.11). On the second half of the horizontal wire we obtain a limit polarization

(pb1,r, 0, 0) where pb1,r it is independent of (x2, x3) and is a solution to the third 1-dimensional scalar

problem in the right-hand side of (2.11). Then, in this case we obtain three uncoupled problems.
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As the third problem (2.6) with the constraint (2.2) is concerned, we prove that

lim
n

min
{

1

|Ωn|
En(P) : P ∈

(
H1(Ωn)

)3
: P // e3 on ∂Ωn

}

=
1

2
min
{
Ea(0, 0, qa3 ) + E

b
l (0, 0, q

b
3) + E

b
r (0, 0, q

b
3) :

(qa3 , q
b
3) ∈ H1(]0, 1[)×H1

(]
− 1
2 ,
1
2

[)
, qa3 (0) = q

b
3(0)
}
.

(2.12)

More precisely, (see Theorem 2.3) on the vertical wire we obtain a limit polarization (0, 0, pa3 ) where

pa3 is independent of (x1, x2). On the horizontal wire we obtain a limit polarization (0, 0, pb3) where

pb3 is independent of (x2, x3). Moreover, pa3 (0) = pb3(0) and the couple (pa3 , p
b
3) is a solution to the

1-dimensional scalar problem in the right-hand side of (2.12).

We point out that all the limit problems remained non-convex, but the nonlocal behavior disap-

peared, i.e. the limit problem is not longer a control problem. Indeed, the nonlocal control term∫
Ωn

|DϕP|
2dx (2.13)

produce the following weights in the limit minimization problems∫ 1
0

(
η
(
|qa1 |

2 + |qa2 |
2
)
+ |qa3 |

2
)
dx3,

∫ 0
− 1
2

(
|qb1 |

2 + η
(
|qb2 |

2 + |qb3 |
2
))
dx1,

∫ 1
2

0

(
|qb1 |

2 + η
(
|qb2 |

2 + |qb3 |
2
))
dx1.

We just notice that the asymptotic behavior of problem (2.4) under the boundary condition

P // (1, 0, 0) or P // (0, 1, 0) on ∂Ωn can be treated similarly to the asymptotic behavior of problem

(2.6). This easy task is left to an interested reader.

If we associate problems (2.4), (2.5), and (2.6) with the constraint (2.3), we prove that the non-

local term (2.13) does not give any contribution to the limit problem.

Another very significant choice for an energetic approach consists in explicitly considering the en-

ergetic contribution for the polarization field given by the divergence term and the curl term. Consider
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the following non-convex and non-local energy associated with Ωn

Sn : P ∈
(
H1(Ωn)

)3 →
∫
Ωn

(
β|rot P|2 + |div P|2 + α

(
|P|2 − 1

)2
+ |DϕP|

2 + Fn · P
)
dx,

(2.14)

where α and β are two positive constant and ϕP is a solution to (2.2) or alternatively to (2.3). For

sake of simplicity, we limit ourselves to the cases where there is an equivalence between the term

||DP||2
(L2(Ωn))

9 and the term ||rot P||2
(L2(Ωn))

3+ ||div P||2
L2(Ωn)

. This equivalence is assured by the boundary

conditions on ∂Ωn
P · ν = 0 or P ∧ ν = 0,

with ∧ denoting the cross product in R3 (for instance, see [29]). Then, the direct method of calculus

of variations ensures that also the following problem

min
{
Sn(P) : P ∈

(
H1(Ωn)

)3
, P · ν = 0 on ∂Ωn

}
(2.15)

admits solution. In the case where ϕP is a solution to (2.2), in Theorem 2.4 we obtain the identity

result

lim
n

min
{

1

|Ωn|
Sn(P) : P ∈

(
H1(Ωn)

)3
: P · ν = 0 on ∂Ωn

}

= lim
n

min
{

1

|Ωn|
En(P) : P ∈

(
H1(Ωn)

)3
: P · ν = 0 on ∂Ωn

} (2.16)

where the limit it is given by (2.11). Moreover, (2.16) is true when ϕP is the solution to (2.3), too.

By considering this kind of results, we can explicitly note that the energetic curl term does not

give any contribution to the limit problem and the constant β weighting this energetic term does not

appear in the limit problem.

If in problems (2.5) and (2.15) the boundary condition P · ν = 0 is replaced by P ∧ ν = 0 on ∂Ωn,

it is easily seen that the limit of the energy is zero (for instance, compare [47]).

The chapter is organized in the following way. In Section 2.2, previous problems are rescaled on

a fixed domain independent of n. Section 2.3 is devoted to introduce the constant η defined in (2.9)

which appears in the limit of the nonlocal term. Section 2.4 is the heart of the paper. According to

the several boundary conditions on the polarization, different limit behaviors of the polarization are

expected, and consequently also different behaviors of the nonlocal term could be produced. Indeed,
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in Proposition 2.4.2 we prove that if the potential generating the nonlocal term is solution to problem

(2.2), then really the limit of the nonlocal term depends on boundary conditions on the polarization

and we give a very general formula for the limit of the nonlocal term which covers all the possible cases

coming from several boundary conditions on the polarization. If the potential generating the nonlocal

term is the solution to problem (2.3), in Proposition 2.4.3 we prove that the limit of the nonlocal term

is independent of the boundary conditions on the polarization and, precisely, it is always zero. Finally,

using the main ideas of the Γ -convergence method introduced in [33] (see also [12], [17], and [32]),

in Sections 2.5, 2.6, 2.7, and 2.8 we study the asymptotic behavior of problems (2.4), (2.5), (2.6), and

(2.15), respectively, obtaining L2-strong convergences on the rescaled polarization pn, on the rescaled

potential ϕpn , and on their rescaled gradients. In Section 2.9 we just sketch what happens when the

potential generating the nonlocal term is the solution to problem (2.3).

Ferroelectric thin films and wires were studied in [46] and [47], respectively. The junction of

ferroelectric thin films was examined in [16].

The 3D model of ferromagnetic microstructures is close to our model. For the limit behavior of

ferromagnetic problems in thin structures involving wires we refer to [3], [4], [19], [20], [42], [43],

[45], [50], [69], [70], and the references therein. For other optimal control problems on a network of

half-lines sharing an endpoint, we refer to [2] and the references therein. For other recent problems

in a thin T-like shaped structure, we refer to [15] and the references therein.

2.2 The rescaled problems

In the sequel, often we omit the symbol · to denote the inner product in R3.

As in [28], Problems (2.4), (2.5), (2.6), and (2.15) are reformulated on a fixed domain through

the maps 
x = (x1, x2, x3) ∈ Ωa =

]
− 1
2 ,
1
2

[2×]0, 1[→ (hnx1, hnx2, x3) ∈ Int(Ωan),

x = (x1, x2, x3) ∈ Ωb =
]
− 1
2 ,
1
2

[2 × ]−1, 0[→ (x1, hnx2, hnx3) ∈ Ωbn,

(2.17)
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where Int(Ωan) denotes the interior of Ωan. Precisely, for every n ∈ N set

Dan : pa ∈
(
H1(Ωa)

)k → (
1

hn

∂pa

∂x1
,
1

hn

∂pa

∂x2
,
∂pa

∂x3

)
∈
(
L2(Ωa)

)3k
, k ∈ {1, 3},

Dbn : pb ∈
(
H1(Ωb)

)k → (
∂pb

∂x1
,
1

hn

∂pb

∂x2
,
1

hn

∂pb

∂x3

)
∈
(
L2(Ωb)

)3k
, k ∈ {1, 3},

divan : pa = (pa1 , p
a
2 , p

a
3 ) ∈

(
H1(Ωa)

)3 → 1

hn

∂pa1
∂x1

+
1

hn

∂pa2
∂x2

+
∂pa3
∂x3
∈ L2(Ωa),

divbn : pb = (pb1 , p
b
2 , p

b
3) ∈

(
H1(Ωb)

)3 → ∂pb1
∂x1

+
1

hn

∂pb2
∂x2

+
1

hn

∂pb3
∂x3
∈ L2(Ωb),

rotan : pa = (pa1 , p
a
2 , p

a
3 ) ∈

(
H1(Ωa)

)3 → (
1

hn

∂pa3
∂x2

−
∂pa2
∂x3

,
∂pa1
∂x3

−
1

hn

∂pa3
∂x1

,
1

hn

∂pa2
∂x1

−
1

hn

∂pa1
∂x2

)
∈
(
L2(Ωa)

)3
,

rotbn : pb = (pb1 , p
b
2 , p

b
3 ) ∈

(
H1(Ωa)

)3 → (
1

hn

∂pb3
∂x2

−
1

hn

∂pb2
∂x3

,
1

hn

∂pb1
∂x3

−
∂pb3
∂x1

,
∂pb2
∂x1

−
1

hn

∂pb1
∂x2

)
∈
(
L2(Ωb)

)3
,

and 
fan : x = (x1, x2, x3) ∈ Ωa → Fn(hnx1, hnx2, x3),

fbn : x = (x1, x2, x3) ∈ Ωb → Fn(x1, hnx2, hnx3),

(2.18)

and define the sets

Pn =
{
(pa, pb) ∈

(
H1(Ωa)

)3 × (H1(Ωb))3 : pa(x1, x2, 0) = p
b(hnx1, x2, 0) on

]
− 1
2 ,
1
2

[2}
,

P̃n =

{
(pa, pb) ∈

(
H1(Ωa)

)3 × (H1(Ωb))3 : pa · νa = 0 on ∂Ωa \
(]

− 1
2 ,
1
2

[2 × {0}
)
,

pb · νb = 0 on ∂Ωb \
(]

− 1
2 ,
1
2

[2 × {0}
)
, pb3 = 0 on

(]
− 1
2 ,
1
2

[
\
]
−hn

2 ,
hn
2

[)
×
]
− 1
2 ,
1
2

[
× {0},

pa(x1, x2, 0) = p
b(hnx1, x2, 0) on

]
− 1
2 ,
1
2

[2}
,
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P?n =

{
(pa, pb) ∈

(
H1(Ωa)

)3 × (H1(Ωb))3 : pa // e3 on ∂Ωa \
(]

− 1
2 ,
1
2

[2 × {0}
)
,

pb // e3 on ∂Ωb \
(]

− 1
2 ,
1
2

[2 × {0}
)
, pb1 = p

b
2 = 0 on

(]
− 1
2 ,
1
2

[
\
]
−hn

2 ,
hn
2

[)
×
]
− 1
2 ,
1
2

[
× {0},

pa(x1, x2, 0) = p
b(hnx1, x2, 0) on

]
− 1
2 ,
1
2

[2}
,

Un =
{
(φa, φb) ∈ H1(Ωa)×H1(Ωb) : φa(x1, x2, 0) = φb(hnx1, x2, 0) on

]
− 1
2 ,
1
2

[2}
, (2.19)

and

U0n =

{
(φa, φb) ∈ H1(Ωa)×H1(Ωb) : φa = 0 on ∂Ωa \

(]
− 1
2 ,
1
2

[2 × {0}
)
,

φb = 0 on ∂Ωb \
(]

− 1
2 ,
1
2

[2 × {0}
)
,

φb = 0 on
(]
− 1
2 ,
1
2

[
\
]
−hn

2 ,
hn
2

[)
×
]
− 1
2 ,
1
2

[
× {0},

φa(x1, x2, 0) = φ
b(hnx1, x2, 0) on

]
− 1
2 ,
1
2

[2}
,

(2.20)

where νa and νb denote the unit outer normals on ∂Ωa and ∂Ωb, respectively. Then En and Sn,
defined in (2.1) and (2.14), respectively, are rescaled by

En : (pa, pb) ∈ Pn → h2n

∫
Ωa

(
|Dan p

a|2 + α
(
|pa|2 − 1

)2
+ |Danφ

a
(pa,pb)|

2 + fanp
a
)
dx

+h2n

∫
Ωb

(
|Dbn p

b|2 + α
(
|pb|2 − 1

)2
+ |Dbnφ

b
(pa,pb)|

2 + fbnp
b
)
dx,

(2.21)

and
Sn : (pa, pb) ∈ Pn →
h2n

∫
Ωa

(
β|rotan p

a|2 + |divan p
a|2 + α

(
|pa|2 − 1

)2
+ |Danφ

a
(pa,pb)|

2 + fanp
a
)
dx

+h2n

∫
Ωb

(
β|rotbn p

b|2 + |divbn p
b|2 + α

(
|pb|2 − 1

)2
+ |Dbnφ

b
(pa,pb)|

2 + fbnp
b
)
dx,

(2.22)



2.2. The rescaled problems 31

respectively, where
(
φa
(pa,pb)

, φb
(pa,pb)

)
is the unique solution to



(
φa
(pa,pb)

, φb
(pa,pb)

)
∈ Un,

∫
Ωa
φa(pa,pb)dx = 0,

∫
Ωa

(
−Danφ

a
(pa,pb) + p

a
)
Danφ

adx+

∫
Ωb

(
−Dbnφ

b
(pa,pb) + p

b
)
Dbnφ

bdx = 0,

∀(φa, φb) ∈ Un,

(2.23)

which rescales the weak formulation of (2.7), i.e.

ϕP ∈ H1(Ωn),
∫
Ωan

ϕPdx = 0,

∫
Ωn

(−DϕP + P)Dϕdx = 0, ∀ϕ ∈ H1(Ωn). (2.24)

The Lax-Milgram Theorem provides that (2.24) admits solutions and it is unique.

The main goal of this paper becomes to study the asymptotic behavior, as n diverges, of the

following problems

min
{
En((p

a, pb)) : (pa, pb) ∈ Pn
}
, (2.25)

min
{
En((p

a, pb)) : (pa, pb) ∈ P̃n
}
, (2.26)

min
{
En((p

a, pb)) : (pa, pb) ∈ P?n
}
, (2.27)

and

min
{
Sn((p

a, pb)) : (pa, pb) ∈ P̃n
}
. (2.28)

Moreover, we also study the asymptotic behavior, as n diverges, of previous problems when in

(2.21) and in (2.22)
(
φa
(pa,pb)

, φb
(pa,pb)

)
is the unique solution to



(
φa
(pa,pb)

, φb
(pa,pb)

)
∈ U0n,

∫
Ωa

(
−Danφ

a
(pa,pb) + p

a
)
Danφ

adx+

∫
Ωb

(
−Dbnφ

b
(pa,pb) + p

b
)
Dbnφ

bdx = 0,

∀(φa, φb) ∈ U0n,

(2.29)
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which rescales the weak formulation of (2.8), i.e.

ϕP ∈ H10(Ωn),
∫
Ωn

(−DϕP + P)Dϕdx = 0, ∀ϕ ∈ H10(Ωn).

In the sequel, we assume 
fan ⇀ fa weakly in

(
L2(Ωa)

)3
,

fbn ⇀ fb weakly in
(
L2(Ωb)

)3
.

(2.30)

2.3 Preliminaries

Let (y, z) denote the coordinates in R2. Obviously, each one of the following problems

r ∈ H1
(]

−
1

2
,
1

2

[2)
,

∫
]− 12 ,

1
2 [
2
rdydz = 0,

∫
]− 12 ,

1
2 [
2
DrDφdydz =

∫
]− 12 ,

1
2 [
2
Dyφdydz, ∀φ ∈ H1

(]
−
1

2
,
1

2

[2)
,

(2.31)



s ∈ H1
(]

−
1

2
,
1

2

[2)
,

∫
]− 12 ,

1
2 [
2
sdydz = 0,

∫
]− 12 ,

1
2 [
2
DsDφdydz =

∫
]− 12 ,

1
2 [
2
Dzφdydz, ∀φ ∈ H1

(]
−
1

2
,
1

2

[2)
,

(2.32)



tc ∈ H1
(]

−
1

2
,
1

2

[2)
,

∫
]− 12 ,

1
2 [
2
tcdydz = 0,

∫
]− 12 ,

1
2 [
2
DtcDφdydz =

∫
]− 12 ,

1
2 [
2
cDφdydz, ∀φ ∈ H1

(]
−
1

2
,
1

2

[2)
,

(2.33)

with c = (c1, c2) ∈ R2, admits a unique solution.
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Note that (compare also [21])

s(y, z) = r(z,−y), a.e. in
]
−
1

2
,
1

2

[2
,

consequently

Ds(y, z) = (−(Dzr)(z,−y), (Dyr)(z,−y)) , a.e. in
]
−
1

2
,
1

2

[2
,

from which one obtains∫
]− 12 ,

1
2 [
2
|Ds|2dydz =

∫
]− 12 ,

1
2 [
2
|Dr|2dydz and

∫
]− 12 ,

1
2 [
2
DrDsdydz = 0. (2.34)

Then, we set

η =

∫
]− 12 ,

1
2 [
2
|Ds|2dydz =

∫
]− 12 ,

1
2 [
2
|Dr|2dydz. (2.35)

In the sequel, we shall use the following result.

LEMMA 2.1. Let r and s be the unique solutions to (2.31) and (2.32), respectively. Then, for every
c = (c1, c2) in R2, the unique solution tc to (2.33) is given by

tc = c1r+ c2s.

We recall the Poincaré Lemma in an open bounded set (for instance, see [27], Th. 6.17-4)

LEMMA 2.2. Let ξ ∈
(
L2
(]

− 1
2 ,
1
2

[2))2
such that rot ξ = 0. Then, there exists w ∈ H1

(]
− 1
2 ,
1
2

[2)
such

that ξ = Dw. Moreover, w is unique up to an additive constant.

2.4 Two convergence results for the nonlocal term

This section is devoted to studying the asymptotic behavior of the nonlocal term generated by the

potential solution to problem (2.23) or to problem (2.29).

Let

U =
{
(ψa, ψb) ∈ H1(]0, 1[)×H1(

]
− 1
2 ,
1
2

[
) : ψa(0) = ψb(0)

}
(2.36)
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and

Ureg =

{
(ψa, ψb) ∈ C1([0, 1])× C([− 1

2 ,
1
2 ]) : ψb|[− 1

2
,0] ∈ C

1([− 1
2 , 0]), ψb|[0, 1

2
] ∈ C

1([0, 12 ]),

ψa(0) = ψb(0)

}
.

(2.37)

PROPOSITION 2.4.1. Let U and Ureg be given by (2.36) and (2.37) respectively. Then Ureg is dense in U.

Proof. Let (ψa, ψb) ∈ U. The goal is to find a sequence {(ψan, ψ
b
n)}n∈N ⊂ Ureg such that

(ψan, ψ
b
n)→ (ψa, ψb) strongly inH1(]0, 1[)×H1(

]
− 1
2 ,
1
2

[
). (2.38)

To this end, split ψb = ψe +ψo in the even part and in the odd part with respect to x1 (compare [44]

and [57]). Note that ψe and ψo belong to H1(
]
− 1
2 ,
1
2

[
), and

ψe(0) = ψb(0) = ψa(0), ψo(0) = 0.

Consequently, a convolution argument allows us to build three sequences {ζan}n∈N ⊂ C∞(]0, 1[),
{ζen}n∈N ⊂ C(

]
− 1
2 ,
1
2

[
) and {ζon}n∈N ⊂ C∞(

]
− 1
2 ,
1
2

[
) such that

{
ζen|[− 1

2
,0]

}
n∈N
⊂ C∞([−1

2
, 0]) ,

{
ζen|[0, 1

2
]

}
n∈N
⊂ C∞([0, 1

2
]) ,

ζan → ψa strongly inH1(]0, 1[),

ζen → ψe strongly inH1(
]
−1
2
, 1
2

[
)

ζ0n → ζ0 strongly inH1(] − 1
2
, 1
2
[),

ζan(0) = ζ
0
n(0), ζ0n(0) = 0, ∀n ∈ N.

(2.39)

This implies (2.38), setting ψan = ζan and ψbn = ζen + ζ
o
n.

PROPOSITION 2.4.2. Let {(qan, q
b
n)}n∈N ⊂

(
L2(Ωa)

)3 × (L2(Ωb))3, and let (qa, qb) =

((qa1 , q
a
2 , q

a
3 ), (q

b
1 , q

b
2 , q

b
3)) ∈

(
L2(Ωa)

)3 × (L2(Ωb))3 be such that qa is independent of (x1, x2), qb is
independent of (x2, x3) and

(qan, q
b
n)→ (qa, qb) strongly in

(
L2(Ωa)

)3
× (L2(Ωb))3. (2.40)
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Moreover, for n ∈ N let (φa
(qan,q

b
n)
, φb

(qan,q
b
n)
) be the unique solution to



(
φa(qa

n,q
b
n), φ

b
(qa

n,q
b
n)

)
∈ Un ,

∫
Ωa

φa(qa
n,q

b
n)dx = 0,

∫
Ωa

(
−Danφ

a
(qa

n,q
b
n) + q

a
n

)
Danφ

adx+

∫
Ωb

(
−Dbnφ

b
(qa

n,q
b
n) + q

b
n

)
Dbnφ

bdx = 0 ∀(φa, φb) ∈ Un,

(2.41)

where Un is defined in (2.19). Then,

φa(qa
n,q

b
n) → ∫x3

0

qa3 (t)dt−

∫1
0

(∫x3
0

qa3 (t)dt

)
dx3 strongly in

(
H1(Ωa)

)
,

φb(qa
n,q

b
n) → ∫x1

− 1
2

qb1 (t)dt−

∫1
0

(∫x3
0

qa3 (t)dt

)
dx3 −

∫0
− 1

2

qb1 (t)dt strongly in
(
H1(Ωb)

)
,

(
1

hn

∂φa(qa
n,q

b
n)

∂x1
,
1

hn

∂φa(qa
n,q

b
n)

∂x2

)→ qa1Dr+ q
a
2Ds strongly in

(
L2(Ωa)

)2
,

(
1

hn

∂φb(qa
n,q

b
n)

∂x2
,
1

hn

∂φb(qa
n,q

b
n)

∂x3

)→ qb2Dr+ q
b
3Ds strongly in

(
L2(Ωb)

)2
,

(2.42)

and

lim
n

(∫
Ωa

∣∣∣Danφa(qa
n,q

b
n)

∣∣∣2 dx+ ∫
Ωb

∣∣∣Danφb(qa
n,q

b
n)

∣∣∣2 dx) = η

∫1
0

(
|qa1 |

2
+ |qa2 |

2
)
dx3 +

∫1
0

|qa3 |
2
dx3

+

∫ 1
2

− 1
2

∣∣qb1 ∣∣2 dx1 + η ∫ 1
2

− 1
2

(∣∣qb2 ∣∣2 + ∣∣qb3 ∣∣2)dx1.
(2.43)

where r and s are the unique solutions to (2.31) and (2.32), respectively, r and s are defined by

r = r

(
x2, x3 +

1

2

)
, s = s

(
x2, x3 +

1

2

)
, a.e. in

]
−
1

2
,
1

2

[
×]0, 1[,

and η is defined in (2.35).

Proof. In this proof, C denotes any positive constant independent of n ∈ N.

Choosing (φa, φb) =
(
φa
(qan,q

b
n)
, φb

(qan,q
b
n)

)
as test function in (2.41), applying Young inequality, and

using (2.40) give

||Danφ
a
(qan,q

b
n)
||(L2(Ωa))3 ≤ C, ||Dbnφ

b
(qan,q

b
n)
||(L2(Ωb))3 ≤ C, ∀n ∈ N. (2.44)
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The first estimate in (2.44) implies

||φa(qan,qbn)
||H1(Ωa) ≤ C, ∀n ∈ N, (2.45)

since
∫
Ωa
φa(qan,qbn)

dx = 0 and the Poincaré-Wirtinger inequality holds.

The next step is devoted to proving

||φb(qan,qbn)
||H1(Ωb) ≤ C, ∀n ∈ N. (2.46)

The junction condition in (2.19) gives∫
]−hn2 ,

hn
2 [×]−

1
2
, 1
2 [

∣∣∣φb(qan,qbn)(x1, x2, 0)∣∣∣2 dx1dx2 = hn

∫
]− 12 ,

1
2 [
2

∣∣∣φb(qan,qbn)(hnx1, x2, 0)∣∣∣2 dx1dx2
= hn

∫
]− 12 ,

1
2 [
2

∣∣∣φa(qan,qbn)(x1, x2, 0)∣∣∣2 dx1dx2, ∀n ∈ N.

(2.47)

Then, (2.47), (2.45) and the trace theorem provide

||φb(qan,qbn)
||
L2(]−hn2 ,

hn
2 [×]−

1
2
, 1
2 [×{0})

≤
√
hnC, ∀n ∈ N,

which implies

||φb(qan,qbn)
||
H1(]−hn2 ,

hn
2 [×]−

1
2
, 1
2 [×]−1,0[)

≤ C, ∀n ∈ N, (2.48)

by virtue of the second estimates in (2.44). Consequently, by virtue of trace theorem,

||φb(qan,qbn)
||L2({0}×]− 12 ,

1
2 [×]−1,0[)

≤ C, ∀n ∈ N,

which combined again with the second estimates in (2.44) proves (2.46). Estimates (2.44), (2.45),

and (2.46) ensure the existence of a subsequence of N, still denotes by {n} and (in possible dependence

on the subsequence) (τa, τb) ∈ U defined in (2.36), (ξa, ζa) ∈ (L2(Ωa))2 and (ξb, ζb) ∈ (L2(Ωb))2 such

that (
φa(qan,qbn)

, φb(qan,qbn)

)⇀ (τa, τb)weakly inH1(Ωa)×H1(Ωb), (2.49)(
1

hn

∂φa
(qan,q

b
n)

∂x1
,
1

hn

∂φa
(qan,q

b
n)

∂x2

)⇀ (ξa, ζa)weakly in
(
L2(Ωa)

)2
, (2.50)
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(
1

hn

∂φb
(qan,q

b
n)

∂x2
,
1

hn

∂φb
(qan,q

b
n)

∂x3

)⇀ (ξb, ζb)weakly in
(
L2(Ωb)

)2
, (2.51)

and ∫ 1
0

τadx3 = 0. (2.52)

Note that the junction condition τa(0) = τb(0) can be obtained arguing as in [42], while (2.52) follows

from
∫
Ωa
φa(qan,qbn)

dx = 0 .

The next step is devoted to identify (τa, τb). To this end, for every couple (ψa, ψb) ∈ Ureg where

Ureg is defined in (2.37), consider a sequence {µn}n∈N ⊂ H1(Ωa) (depending on (ψa, ψb)) such that

(
µn, ψ

b
)
∈ Un, ∀n ∈ N,

µn → ψa strongly inL2(Ωa),

(
1

hn

∂µn

∂x1
,
1

hn

∂µn

∂x2
,
∂µn

∂x3

)→ (
0, 0,

dψa

dx3

)
strongly in

(
L2(Ωa)

)3
.

(2.53)

For instance, setting

µn(x) =


ψa(x3) if x = (x1, x2, x3) ∈

]
− 1
2 ,
1
2

[2×]hn, 1[,
ψa(hn)

x3
hn

+ψb(hnx1)
hn − x3
hn

if x = (x1, x2, x3) ∈
]
− 1
2 ,
1
2

[2 × [0, hn],

(2.54)

the first two properties in (2.53) can be immediately verified by the properties of Ureg, while the last

ones follows from∫
]− 1
2
, 1
2
[2×]0,hn[

∣∣∣∣ 1hn ∂µn∂x1
∣∣∣∣2 dx = ∫

]− 1
2
, 1
2
[2×]0,hn[

∣∣∣∣dψbdx1
(hnx1)

(
1−

x3
hn

)∣∣∣∣2 dx
=

∫
]− 1
2
, 1
2
[2

∣∣∣∣dψbdx1
(hnx1)

∣∣∣∣2 dx1dx2 ∫hn
0

(
1−

x3
hn

)2
dx3 ≤ ||ψb||2

W1,∞(]− 1
2
, 1
2
[)
hn, ∀n ∈ N,

∫
]− 1
2
, 1
2
[2×]0,hn[

∣∣∣∣ 1hn ∂µn∂x2
∣∣∣∣2 dx = 0, ∀n ∈ N,
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∫
]− 1
2
, 1
2
[2×]0,hn[

∣∣∣∣∂µn∂x3 µn
∣∣∣∣2 dx = ∫

]− 1
2
, 1
2
[2×]0,hn[

∣∣∣∣ψa(hn) 1hn −ψb(hnx1)
1

hn

∣∣∣∣2 dx
=

∫ 1
2

− 1
2

1

hn

∣∣∣ψa(hn) −ψb(hnx1)∣∣∣2 dx1 = ∫ 12
− 1
2

1

hn

∣∣∣ψa(hn) −ψa(0) +ψb(0) −ψb(hnx1)∣∣∣2 dx1
≤ 2

(
||ψa||2

W1,∞(]−0,1[)
+ ||ψb||2

W1,∞(]− 1
2
, 1
2
[)

)
hn, ∀n ∈ N,

where again the properties of Ureg played a crucial role.

Now, fixing (ψa, ψb) ∈ Ureg, choosing (µn, ψ
b) as test function in (2.41) with µn satisfying (2.53),

passing to the limit as n diverges, and using (2.40), (2.49)-(2.51), one obtains

∫ 1
0

(
−
dτa

dx3
+ qa3

)
dψa

dx3
dx3 +

∫ 1
2

− 1
2

(
−
dτb

dx1
+ qb1

)
dψb

dx1
dx1 = 0. (2.55)

By virtue of Proposition 2.4.1, equation (2.55) holds true also with any test function in U. The

uniqueness of the solution of this problem is ensured by (2.52) and the junction condition τa(0) =

τb(0). Consequently, (τa, τb) is given by

τa =

∫x3
0

qa3 (t)dt−

∫ 1
0

(∫x3
0

qa3 (t)dt

)
dx3,

τb =

∫x1
− 1
2

qb1(t)dt−

∫ 1
0

(∫x3
0

qa3 (t)dt

)
dx3 −

∫ 0
− 1
2

qb1(t)dt,

which combined with (2.49) proves that

φa(qan,qbn)
⇀ ∫x3

0

qa3 (t)dt−

∫ 1
0

(∫x3
0

qa3 (t)dt

)
dx3 weakly in

(
H1(Ωa)

)
,

φb(qan,qbn)
⇀ ∫x1

− 1
2

qb1(t)dt−

∫ 1
0

(∫x3
0

qa3 (t)dt

)
dx3 −

∫ 0
− 1
2

qb1(t)dt weakly in
(
H1(Ωb)

)
.

(2.56)

Let us identify (ξa, ζa). To this aim, starting from the following evident relation

∂

∂x2

(
1

hn

∂φa
(qan,q

b
n)

∂x1

)
=

∂

∂x1

(
1

hn

∂φa
(qan,q

b
n)

∂x2

)
in D ′(Ωa), ∀n ∈ N,
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and using (2.50), one obtains that∫
Ωa
ξa
∂ϕ

∂x2
dx =

∫
Ωa

ζa
∂ϕ

∂x1
dx, ∀ϕ ∈ C∞

0 (Ωa). (2.57)

By taking ϕ(x) = φ(x1, x2)χ(x3) with φ ∈ C∞
0

(]
− 1
2 ,
1
2

[2)
and χ ∈ C∞

0 (]0, 1[) and recalling that

C∞
0

(]
− 1
2 ,
1
2

[2)
is separable, it follows from (2.57) that



for x3 a.e. in ]0, 1[

∫
]− 12 ,

1
2 [
2
ξa(x1, x2, x3)

∂φ

∂x2
(x1, x2)dx1dx2 =

∫
(]− 12 ,

1
2 [)

2
ζa(x1, x2, x3)

∂φ

∂x1
(x1, x2)dx1dx2,

∀φ ∈ C∞
0

(]
− 1
2 ,
1
2

[2)
.

Consequently, by virtue of the Poincaré Lemma recalled in Lemma 2.2, it results that

for x3 a.e. in ]0, 1[, ∃!wa(·, ·, x3) ∈ H1
(]

− 1
2 ,
1
2

[2)
:

∫
]− 12 ,

1
2 [
2
wa(x1, x2, x3)dx1dx2 = 0,

ξa(·, ·, x3) =
∂wa(·, ·, x3)

∂x1
, ζa(·, ·, x3) =

∂wa(·, ·, x3)
∂x2

, a.e. in
]
− 1
2 ,
1
2

[2
.

(2.58)

Passing to the limit in (2.41) with (φa, φb) = (hnϕχ, 0) where ϕ ∈ H1
(]

− 1
2 ,
1
2

[2)
and χ ∈ C∞

0 (]0, 1[),

and using (2.40), (2.56) and (2.50) give

∫ 1
0

(∫
]− 12 ,

1
2 [
2
(ξa, ζa)

(
∂ϕ

∂x1
,
∂ϕ

∂x2

)
dx1dx2

)
χdx3 =

∫ 1
0

(
(qa1 , q

a
2 )

∫
]− 12 ,

1
2 [
2

(
∂ϕ

∂x1
,
∂ϕ

∂x2

)
dx1dx2

)
χdx3,

∀ϕ ∈ H1
(]

− 1
2 ,
1
2

[2)
, ∀χ ∈ C∞

0 (]0, 1[).

(2.59)
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Consequently, since H1
(]

− 1
2 ,
1
2

[2)
is separable, one obtains that



for x3 a.e. in ]0, 1[,

∫
]− 1

2
, 1
2 [

2
(ξa(x1, x2, x3), ζ

a(x1, x2, x3))

(
∂ϕ

∂x1
,
∂ϕ

∂x2

)
dx1dx2= (qa1 (x3), q

a
2 (x3))

∫
]− 1

2
, 1
2 [

2

(
∂ϕ

∂x1
,
∂ϕ

∂x2

)
dx1dx2,

∀φ ∈ H1
(]

−1
2
, 1
2

[2)
,

(2.60)
from which, by virtue of (2.58), it follows that for x3 a.e. in ]0, 1[, wa(·, ·, x3) solves the following

problem

wa(·, ·, x3) ∈ H1
(]

−1
2
, 1
2

[2)
,

∫
]− 1

2
, 1
2 [

2
wa(x1, x2, x3)dx1dx2 = 0,

∫
]− 1

2
, 1
2 [

2

(
∂wa

∂x1
,
∂wa

∂x2

)(
∂ϕ

∂x1
,
∂ϕ

∂x2

)
dx1dx2= (qa1 (x3), q

a
2 (x3))

∫
]− 1

2
, 1
2 [

2

(
∂ϕ

∂x1
,
∂ϕ

∂x2

)
dx1dx2

∀ϕ ∈ H1
(]

−1
2
, 1
2

[2)
.

(2.61)

Then, by virtue of Lemma 2.1, it results that, for x3 a.e. in ]0, 1[,

wa(·, ·, x3) = qa1 (x3)r(·, ·) + qa2 (x3)s(·, ·), a.e. in
]
−
1

2
,
1

2

[2
, (2.62)

with r (resp. s) the unique solution to (2.31) (resp. (2.32)).

Finally, since Tonelli theorem assures that qa1Dr1 + q
a
2Ds2 belong to (L2(Ωa))2, using Fubini theorem

with (2.58) and (2.62) one entails that∫
Ωa

(ξa, ζa)ϕdx =

∫ 1
0

(∫
]− 12 ,

1
2 [
2
(ξa, ζa)ϕdx1dx2

)
dx3

=

∫ 1
0

(∫
]− 12 ,

1
2 [
2
(qa1Dr+ q

a
2Ds)ϕdx1dx2

)
dx3

=

∫
Ωa

(qa1Dr+ q
a
2Ds)ϕdx, ∀ϕ ∈ C∞

0 (Ωa),

that is

(ξa, ζa) = qa1 (x3)Dr(x1, x2) + q
a
2 (x3)Ds(x1, x2), a.e. in Ωa. (2.63)
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Then, combining (2.50) with (2.63) provides(
1

hn

∂φa
(qan,q

b
n)

∂x1
,
1

hn

∂φa
(qan,q

b
n)

∂x2

)⇀ qa1Dr+ q
a
2Ds weakly in

(
L2(Ωa)

)2
. (2.64)

Now, limits (2.40), (2.56), (2.64) imply

lim
n

∫
Ωa
Danφ

a
(qan,q

b
n)
qandx =

∫
Ωa

(qa1Dr+ q
a
2Ds)(q

a
1 , q

a
2 )dx+

∫ 1
0

|qa3 |
2 dx3. (2.65)

On the other side, using equation (2.61) with test function qa1 (x3)r(·, ·) + qa2 (x3)s(·, ·), for x3 a.e. in

]0, 1[, and taking into account (2.62), (2.34), and (2.35) give∫
Ωa

(qa1Dr+ q
a
2Ds)(q

a
1 , q

a
2 )dx =

∫
Ωa

|qa1Dr+ q
a
2Ds|

2dx = η

∫ 1
0

(
|qa1 |

2 + |qa2 |
2
)
dx3 (2.66)

Then, combining (2.65) and (2.66) provides

lim
n

∫
Ωa
Danφ

a
(qan,q

b
n)
qandx = η

∫ 1
0

(
|qa1 |

2 + |qa2 |
2
)
dx3 +

∫ 1
0

|qa3 |
2 dx3 (2.67)

Similarly, to identify (ξb, ζb) one has

for x1 a.e. in
]
− 1
2 ,
1
2

[
, ∃!wb(x1·, ·) ∈ H1

(]
− 1
2 ,
1
2

[
×] − 1, 0[

)
:

∫
]− 12 ,

1
2 [×]−1,0[

wb(x1, x2, x3)dx2dx3 = 0,

ξb(x1, ·, ·) =
∂wb(x1, ·, ·)

∂x2
, ζb(x1, ·, ·) =

∂wb(x1, ·, ·)
∂x3

, a.e. in
]
− 1
2 ,
1
2

[
×] − 1, 0[.

(2.68)

Passing to the limit in (2.41) with (φa, φb) = (0, hnϕχ) where ϕ ∈ H1
(]
− 1
2 ,
1
2

[
×] − 1, 0[

)
and χ ∈

C∞
0

(]
− 1
2 , 0
[
∪
]
0, 12
[)

(note that (0, hnϕχ) ∈ Un for n large enough), and using (2.40), (2.56) and
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(2.51) give ∫ 1
2

− 1
2

(∫
]− 12 ,

1
2 [×]−1,0[

(ξb, ζb)

(
∂ϕ

∂x2
,
∂ϕ

∂x3

)
dx2dx3

)
χdx1

=

∫ 1
2

− 1
2

(
(qb2 , q

b
3)

∫
]− 12 ,

1
2 [×]−1,0[

(
∂ϕ

∂x2
,
∂ϕ

∂x3

)
dx2dx3

)
χdx1,

∀ϕ ∈ H1
(]
− 1
2 ,
1
2

[
×] − 1, 0[

)
, ∀χ ∈ C∞

0

(]
− 1
2 , 0
[
∪
]
0, 12
[)
.

(2.69)

Consequently, since H1
(]
− 1
2 ,
1
2

[
×] − 1, 0[

)
is separable, one obtains that

for x1 a.e. in
]
−1
2
, 1
2

[
,

∫
]− 1

2
, 1
2 [×]−1,0[

(ξb, ζb)

(
∂ϕ

∂x2
,
∂ϕ

∂x3

)
dx2dx3 = (qb2 (x1), q

b
3 (x1))

∫
]− 1

2
, 1
2 [×]−1,0[

(
∂ϕ

∂x2
,
∂ϕ

∂x3

)
dx2dx3,

∀ϕ ∈ H1
(]
−1
2
, 1
2

[
×] − 1, 0[

)
,

(2.70)
from which, by virtue of (2.68), it follows that for x1 a.e. in

]
− 1
2 ,
1
2

[
, wb(x1·, ·) solves the following

problem

wb(x1·, ·) ∈ H1
(]
−1
2
, 1
2

[
×] − 1, 0[

)
,

∫
]− 1

2
, 1
2 [×]−1,0[

wb(x1, x2, x3)dx2dx3 = 0,

∫
]− 1

2
, 1
2 [×]−1,0[

(
∂wb

∂x2
,
∂wb

∂x3

)(
∂ϕ

∂x2
,
∂ϕ

∂x3

)
dx2dx3 = (qb2 (x1), q

b
3 (x1))

∫
]− 1

2
, 1
2 [×]−1,0[

(
∂ϕ

∂x2
,
∂ϕ

∂x3

)
dx2dx3,

∀ϕ ∈ H1
(]
−1
2
, 1
2

[
×] − 1, 0[

)
,

Then, by virtue of Lemma 2.1, it results that, for x1 a.e. in
]
− 1
2 ,
1
2

[
,

wb(x1, ·, ·) = qa1 (x1)r(·, ·) + qa2 (x1)s(·, ·), a.e. in
]
−
1

2
,
1

2

[
×] − 1, 0[,

where r = r
(
x2, x3 +

1
2

)
, s = s

(
x2, x3 +

1
2

)
.

Then, arguing as above, one obtains(
1

hn

∂φb
(qan,q

b
n)

∂x2
,
1

hn

∂φb
(qan,q

b
n)

∂x3

)⇀ qb2Dr+ q
b
3Dsweakly in

(
L2(Ωb)

)2
(2.71)
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and
lim
n

∫
Ωb
Dbnφ

a
(qan,q

b
n)
qbndx =

∫ 1
2

− 1
2

∣∣qb1 ∣∣2 dx1 + ∫Ωb |qb2Dr+ qb3Ds|2dx
=

∫ 1
2

− 1
2

∣∣∣qb1 ∣∣∣2 dx1 + η ∫ 12
− 1
2

(∣∣∣qb2 ∣∣∣2 + ∣∣∣qb3 ∣∣∣2)dx1.
(2.72)

Passing to the limit in (2.41) with (φa, φb) =
(
φa
(qan,q

b
n)
, φb

(qan,q
b
n)

)
and using (2.67) and (2.72) one

obtains the convergence of the energies

lim
n

(∫
Ωa

∣∣∣Danφa(qan,qbn)∣∣∣2 dx+
∫
Ωb

∣∣∣Danφb(qan,qbn)∣∣∣2 dx
)

= lim
n

(∫
Ωa
Danφ

a
(qan,q

b
n)
qandx+

∫
Ωa
Dbnφ

b
(qan,q

b
n)
qbndx

)

=

∫
Ωa

|qa1Dr+ q
a
2Ds|

2dx+

∫ 1
0

|qa3 |
2 dx3 +

∫ 1
2

− 1
2

∣∣∣qb1 ∣∣∣2 dx1 + ∫
Ωb

|qb2Dr+ q
b
3Ds|

2dx

= η

∫ 1
0

(
|qa1 |

2 + |qa2 |
2
)
dx3 +

∫ 1
0

|qa3 |
2 dx3 +

∫ 1
2

− 1
2

∣∣∣qb1 ∣∣∣2 dx1 + η ∫ 12
− 1
2

(∣∣∣qb2 ∣∣∣2 + ∣∣∣qb3 ∣∣∣2)dx1.

(2.73)

Finally, (2.42) and (2.43) follow from (2.56), (2.64), (2.71), and(2.73).

PROPOSITION 2.4.3. Let {(qan, q
b
n)}n∈N ⊂

(
L2(Ωa)

)3 × (L2(Ωb))3, and let (qa, qb) =

((qa1 , q
a
2 , q

a
3 ), (q

b
1 , q

b
2 , q

b
3)) ∈

(
L2(Ωa)

)3 × (L2(Ωb))3 be such that qa is independent of (x1, x2), qb is
independent of (x2, x3) and

(qan, q
b
n)→ (qa, qb) strongly in

(
L2(Ωa)

)3
× (L2(Ωb))3. (2.74)

Moreover, for n ∈ N let (φa
(qan,q

b
n)
, φb

(qan,q
b
n)
) be the unique solution to



(
φa
(qan,q

b
n)
, φb

(qan,q
b
n)

)
∈ U0n,

∫
Ωa

(
−Danφ

a
(qan,q

b
n)

+ qan

)
Danφ

adx+

∫
Ωb

(
−Dbnφ

b
(qan,q

b
n)

+ qbn

)
Dbnφ

bdx = 0, ∀(φa, φb) ∈ U0n,

(2.75)
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where U0n is defined in (2.20). Then,

φa(qan,qbn)
→ 0 strongly in

(
H1(Ωa)

)
, φb(qan,qbn)

→ 0 strongly in
(
H1(Ωb)

)
,

(
1

hn

∂φa
(qan,q

b
n)

∂x1
,
1

hn

∂φa
(qan,q

b
n)

∂x2

)→ (0, 0) strongly in
(
L2(Ωa)

)2
,

(
1

hn

∂φb
(qan,q

b
n)

∂x2
,
1

hn

∂φb
(qan,q

b
n)

∂x3

)→ (0, 0) strongly in
(
L2(Ωb)

)2
,

(2.76)

and

lim
n

(∫
Ωa

∣∣∣Danφa(qan,qbn)∣∣∣2 dx+
∫
Ωb

∣∣∣Danφb(qan,qbn)∣∣∣2 dx
)

= 0. (2.77)

Proof. In this proof, C denotes any positive constant independent of n ∈ N.

Choosing (φa, φb) =
(
φa
(qan,q

b
n)
, φb

(qan,q
b
n)

)
as test function in (2.75), applying Young inequality, and

using (2.74) give

||Danφ
a
(qan,q

b
n)
||(L2(Ωa))3 ≤ C, ||Dbnφ

b
(qan,q

b
n)
||(L2(Ωb))3 ≤ C, ∀n ∈ N. (2.78)

Consequently, taking into account the boundary conditions satisfied by
(
φa
(qan,q

b
n)
, φb

(qan,q
b
n)

)
and the

trace theorem, one derives that(
φa(qan,qbn)

, φb(qan,qbn)

)⇀ (0, 0)weakly inH1(Ωa)×H1(Ωb), (2.79)

and the existence of a subsequence of N, still denotes by {n} and (in possible dependence on the

subsequence) (ξa, ζa) ∈ (L2(Ωa))2 and (ξb, ζb) ∈ (L2(Ωb))2 such that(
1

hn

∂φa
(qan,q

b
n)

∂x1
,
1

hn

∂φa
(qan,q

b
n)

∂x2

)⇀ (ξa, ζa)weakly in
(
L2(Ωa)

)2
, (2.80)

(
1

hn

∂φb
(qan,q

b
n)

∂x2
,
1

hn

∂φb
(qan,q

b
n)

∂x3

)⇀ (ξb, ζb)weakly in
(
L2(Ωb)

)2
. (2.81)



2.4. Two convergence results for the nonlocal term 45

Let us prove that∫
Ωa
ξaqa1dx = 0,

∫
Ωa
ζaqa2dx = 0,

∫
Ωb
ξbqb2dx = 0,

∫
Ωb
ζbqb3dx = 0. (2.82)

Indeed, let

gn(x3) =

n−1∑
i=0

(
n

∫ i+1
n

i
n

qa1 (t)dtχ[ in ,
i+1
n [(x3)

)
, x3 a.e. in ]0, 1[, ∀n ∈ N.

It is well known that

gn → qa1 strongly in L2(]0, 1[),

as n diverges. Consequently, taking also into account (2.80), one has∫
Ωa
ξaqa1dx = lim

n

∫
Ωa

1

hn

∂φa
(qan,q

b
n)

∂x1
(x)gn(x3)dx

= lim
n

n−1∑
i=0

(
n

∫ i+1
n

i
n

qa1 (t)dt
1

hn

∫
]− 12 ,

1
2 [
2×] in ,

i+1
n [

∂φa
(qan,q

b
n)

∂x1
(x)dx

)

and the last integrals are zero due to the boundary condition on φa
(qan,q

b
n)

. It is so proved the first

equality in (2.82). Similarly, one proves the other ones.

Now (2.80), (2.81), and a l.s.c. argument provide

lim
n

(∫
Ωa

∣∣∣Danφa(qan,qbn)∣∣∣2 dx+
∫
Ωb

∣∣∣Danφb(qan,qbn)∣∣∣2 dx
)

(2.83)

≥
∫
Ωa

|ξa|2 dx+

∫
Ωa

|ζa|2 dx+

∫
Ωb

∣∣∣ξb∣∣∣2 dx+ ∫
Ωb

∣∣∣ζb∣∣∣2 dx, (2.84)

while choosing (φa
(qan,q

b
n)
, φb

(qan,q
b
n)
) as test functions in (2.75) and using (2.74), (2.79), (2.80), (2.81),

and (2.82) provide ∫
Ωa

∣∣∣Danφa(qan,qbn)∣∣∣2 dx+
∫
Ωb

∣∣∣Danφb(qan,qbn)∣∣∣2 dx =
∫
Ωa
Danφ

a
(qan,q

b
n)
qandx+

∫
Ωa
Dbnφ

b
(qan,q

b
n)
qbndx −→ 0,

(2.85)
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as n diverges. Finally combining (2.84) and (2.85) implies

ξa = ζa = 0 in Ωa and ξb = ζb = 0 in Ωb,

and convergences (2.79), (2.80), and (2.81) are strong. Note that also convergences in (2.80) and

(2.81) hold true for the whole sequence, since the limits are uniquely identified.

2.5 The asymptotic behavior of problem (2.4)

2.5.1 The main result

Let

E : (qa, qb) =
(
(qa1 , q

a
2 , q

a
3 ), (q

b
1 , q

b
2 , q

b
3 )
)
∈
(
H1(]0, 1[)

)3 × (H1(]−1
2
,
1

2

[))3 →
∫1
0

(∣∣∣∣dqadx3

∣∣∣∣2 + α (|qa|2 − 1)2 + η (|qa1 |2 + |qa2 |
2
)
+ |qa3 |

2

)
dx3 +

∫1
0

(∫
]− 1

2
, 1
2 [

2
fadx1dx2q

a

)
dx3

+

∫ 1
2

− 1
2

(∣∣∣∣dqbdx1

∣∣∣∣2 + α (|qb|2 − 1)2 + |qb1 |
2 + η

(
|qb2 |

2 + |qb3 |
2
))
dx1 +

∫ 1
2

− 1
2

(∫
]− 1

2
, 1
2 [×]−1,0[

fbdx2dx3q
b

)
dx1,

(2.86)

where fa and fb are defined in (2.30), and η in (2.35). Moreover, let

P =

{
(qa, qb) ∈

(
H1(]0, 1[)

)3
×
(
H1(
]
− 1
2 ,
1
2

[
)
)3

: qa(0) = qb(0)

}
. (2.87)

The main result of this section is the following one.

THEOREM 2.1. For every n ∈ N, let (pan, p
b
n) be a solution to (2.25), and let

(
φa
(pan,p

b
n)
, φb

(pan,p
b
n)

)
be the

unique solution to (2.23) with (pa, pb) = (pan, p
b
n). Moreover, let E and P be defined by (2.86) and (2.87),

respectively. Assume (2.30). Then, there exist an increasing sequence of positive integer numbers {ni}i∈N
and (in possible dependence on the subsequence) (pa, pb) ∈ P such that

pani → pa strongly in
(
H1(Ωa)

)3 and strongly in
(
L4(Ωa)

)3
,

pbni → pb strongly in
(
H1(Ωb)

)3 and strongly in
(
L4(Ωb)

)3
,

(2.88)
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

(
1

hn

∂pan
∂x1

,
1

hn

∂pan
∂x2

)→ (0, 0) strongly in
(
L2(Ωa)

)3 × (L2(Ωa))3 ,
(
1

hn

∂pbn
∂x2

,
1

hn

∂pbn
∂x3

)→ (0, 0) strongly in
(
L2(Ωb)

)3 × (L2(Ωb))3 ,
(2.89)



φa(pani ,p
b
ni

) → ∫x3
0

pa3 (t)dt−

∫ 1
0

(∫x3
0

pa3 (t)dt

)
dx3 strongly in H1(Ωa),

φb(pani ,p
b
ni

) → ∫x1
− 1
2

pb1(t)dt−

∫ 1
0

(∫x3
0

pa3 (t)dt

)
dx3 −

∫ 0
− 1
2

pb1(t)dt strongly in H1(Ωb),

(
1

hn

∂φa
(pani

,pbni
)

∂x1
,
1

hn

∂φa
(pani

,pbni
)

∂x2

)→ pa1Dr+ p
a
2Ds strongly in

(
L2(Ωa)

)2
,

 1

hn

∂φb
(pani

,pbni
)

∂x2
,
1

hn

∂φb
(pani

,pbni
)

∂x3

→ pb2Dr+ p
b
3Ds strongly in

(
L2(Ωb)

)2
,

(2.90)

where where r and s are the unique solutions to (2.31) and (2.32), respectively, r and s are defined by

r = r

(
x2, x3 +

1

2

)
, s = s

(
x2, x3 +

1

2

)
, a.e. in

]
−
1

2
,
1

2

[
×]0, 1[,

and (pa, pb) solves
E(pa, pb)) = min{E((qa, qb)) : (qa, qb) ∈ P}. (2.91)

Moreover

lim
n

En((p
a
n, p

b
n))

h2n
= E((pa, pb)). (2.92)

2.5.2 A priori estimates on polarization

PROPOSITION 2.5.1. Assume (2.30). For every n ∈ N, let (pan, p
b
n) be a solution to (2.25). Then, there

exists a constant c, independent of n ∈ N, such that

||pan||(L4(Ωa))3 ≤ c, ||pbn||(L4(Ωb))3 ≤ c, ∀n ∈ N, (2.93)

||Danp
a
n||(L2(Ωa))9 ≤ c, ||Dbnp

b
n||(L2(Ωb))9 ≤ c, ∀n ∈ N. (2.94)
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Proof. Function 0 belonging to Pn gives∫
Ωa

(
|Dan p

a
n|
2 + α

(
|pan|

4 − 2|pan|
2
)
+ |Danφ

a
(pan,p

b
n)
|2
)
dx

+

∫
Ωb

(
|Dbn p

b
n|
2 + α

(
|pbn|

4 − 2|pbn|
2
)
+ |Dbnφ

b
(pan,p

b
n)
|2
)
dx

≤ 1
2

∫
Ωa

(
|fan|

2 + |pan|
2
)
dx+

1

2

∫
Ωb

(
|fbn|

2 + |pbn|
2
)
dx, ∀n ∈ N.

(2.95)

Estimates (2.95) implies∫
Ωa
α

(
|pan|

4 −

(
2+

1

2α

)
|pan|

2

)
dx+

∫
Ωb
α

(
|pbn|

4 −

(
2+

1

2α

)
|pbn|

2

)
dx

≤ 1
2

∫
Ωa

|fan|
2dx+

1

2

∫
Ωb

|fbn|
2dx, ∀n ∈ N,

which gives ∫
Ωa
α

(
|pan|

2 −

(
1+

1

4α

))2
dx+

∫
Ωb
α

(
|pbn|

2 −

(
1+

1

4α

))2
dx

≤ α
(
1+

1

4α

)2 (
|Ωa|+ |Ωb|

)
+
1

2

∫
Ωa

|fan|
2dx+

1

2

∫
Ωb

|fbn|
2dx, ∀n ∈ N.

(2.96)

Then the estimates in (2.93) follow from (2.96) and (2.30). The estimatess in (2.94) follow from

(2.95), (2.30), (2.93), and the continuous embedding of L4 into L2.

By arguing as in [42], Proposition 2.5.1 provides the following result.

COROLLARY 2.1. Assume (2.30). For every n ∈ N, let (pan, p
b
n) be a solution to (2.25). Let P be defined

in (2.87). Then there exist a subsequence of N, still denoted by {n}, and (in possible dependence on the
subsequence) (pa, pb) ∈ P such that

pan ⇀ pa weakly in
(
H1(Ωa)

)3 and strongly in
(
L4(Ωa)

)3
,

pbn ⇀ pb weakly in
(
H1(Ωb)

)3 and strongly in
(
L4(Ωb)

)3
.

(2.97)
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2.5.3 The proof of Theorem 2.1

Proposition 2.5.1 and Corollary 2.1 assert that there exist a subsequence of N, still denoted by {n},

and (in possible dependence on the subsequence) (pa, pb) ∈ P and (za, zb) ∈ (L2(Ωa))6 × (L2(Ωb))6

satisfying (2.97) and 

(
1

hn

∂pan
∂x1

,
1

hn

∂pan
∂x2

)⇀ za weakly in (L2(Ωa))6,

(
1

hn

∂pbn
∂x2

,
1

hn

∂pbn
∂x3

)⇀ zb weakly in (L2(Ωb))6.

(2.98)

Limits in (2.90) follow from (2.97), thanks to Proposition 2.4.2.

Let (qa, qb) ∈ P be such that for each i = 1, 2, 3 (qai , q
b
i ) ∈ Ureg, where Ureg is defined in (2.37).

As in (2.53)-(2.54), working on each couple (qai , q
b
i ), one can build a sequence {(qan, q

b
n)}n∈N, with

(qan, q
b
n) ∈ Pn, such that, thanks also to (2.30) and Proposition 2.4.2,

lim
n

En
(
(qan, q

b
n)
)

h2n
= E

(
(qa, qb)

)
.

Consequently, recalling that (pan, p
b
n) is a solution to (2.25) an using Proposition 2.4.1, one has

lim
n

En
(
(pan, p

b
n)
)

h2n
≤ E

(
(qa, qb)

)
, ∀(qa, qb) ∈ P. (2.99)

On the other side, (2.30), (2.97), (2.98), a l.s.c. argument, and Proposition 2.4.2 ensure that∫
Ωa

|za|2dx+

∫
Ωb

|zb|2dx+ E
(
(pa, pb)

)
≤ lim

n

En
(
(pan, p

b
n)
)

h2n
. (2.100)

Combining (2.100) and (2.99) with (qa, qb) = (pa, pb) provides

za = 0 a.e. in Ωa, zb = 0 a.e. in Ωb. (2.101)

Then, (2.91) and (2.92) follow again from and (2.99), (2.100), and (2.101).

To obtain (2.88) and (2.89), it remain to prove that convergences in (2.97) and (2.98) are strong.
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At first note that (2.92), (2.97), Proposition 2.4.2, and (2.30) give

lim
n

(∫
Ωa

|Danp
a
n|
2dx+

∫
Ωb

|Dbnp
b
n|
2dx

)
=

∫
Ωa

∣∣∣∣dpadx3

∣∣∣∣2 dx+ ∫
Ωb

∣∣∣∣dpbdx1

∣∣∣∣2 dx,
which implies (2.89) and

∂pan
∂x3
→ dpa

dx3
strongly in L2(Ωa),

∂pbn
∂x1
→ dpb

dx1
strongly in L2(Ωb), (2.102)

thanks to (2.97), (2.98), and (2.101). Eventually, (2.88) follows from (2.89), (2.97), and (2.102). �

2.6 The asymptotic behavior of problem (2.5)

2.6.1 The main result

Set
P̃ =
{
(qa3 , q

b
1) ∈ H1(]0, 1[)×H1

(]
− 1
2 ,
1
2

[)
: qa3 (1) = 0, q

b
1

(
± 12
)
= 0,

qa3 (0) = q
b
1(0) = 0

}
.

(2.103)

The main result of this section is the following one.

THEOREM 2.2. For every n ∈ N, let (pan, p
b
n) be a solution to (2.26), and let

(
φa
(pan,p

b
n)
, φb

(pan,p
b
n)

)
be the

unique solution to (2.23) with (pa, pb) = (pan, p
b
n). Moreover, let E and P̃ be defined by (2.86) and

(2.103), respectively. Assume (2.30). Then there exist an increasing sequence of positive integer numbers
{ni}i∈N and (in possible dependence on the subsequence) (pa3 , p

b
1) ∈ P̃ such that

pani → (0, 0, pa3 ) strongly in
(
H1(Ωa)

)3 and strongly in
(
L4(Ωa)

)3
,

pbni → (pb1 , 0, 0) strongly in
(
H1(Ωb)

)3 and strongly in
(
L4(Ωb)

)3
,

(2.104)



(
1

hn

∂pan
∂x1

,
1

hn

∂pan
∂x2

)→ (0, 0) strongly in
(
L2(Ωa)

)3 × (L2(Ωa))3 ,
(
1

hn

∂pbn
∂x2

,
1

hn

∂pbn
∂x3

)→ (0, 0) strongly in
(
L2(Ωb)

)3 × (L2(Ωb))3 ,
(2.105)
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

φa(pani ,p
b
ni

) → ∫x3
0

pa3 (t)dt−

∫ 1
0

(∫x3
0

pa3 (t)dt

)
dx3 strongly in H1(Ωa),

φb(pani ,p
b
ni

) → ∫x1
− 1
2

pb1(t)dt−

∫ 1
0

(∫x3
0

pa3 (t)dt

)
dx3 −

∫ 0
− 1
2

pb1(t)dt strongly in H1(Ωb),

(
1

hn

∂φa
(pani

,pbni
)

∂x1
,
1

hn

∂φa
(pani

,pbni
)

∂x2

)→ (0, 0) strongly in
(
L2(Ωa)

)2
,

 1

hn

∂φb
(pani

,pbni
)

∂x2
,
1

hn

∂φb
(pani

,pbni
)

∂x3

→ (0, 0) strongly in
(
L2(Ωb)

)2
,

where (pa3 , p
b
1) solves

E(((0, 0, pa3 ), (p
b
1 , 0, 0))) = min

{
E(((0, 0, qa3 ), (q

b
1 , 0, 0))) : (qa3 , q

b
1) ∈ P̃

}
, (2.106)

Moreover

lim
n

En((p
a
n, p

b
n))

h2n
= E(((0, 0, pa3 ), (p

b
1 , 0, 0))). (2.107)

2.6.2 A priori estimates on polarization

Arguing as in the proof of Proposition 2.5.1 gives the following estimate result.

PROPOSITION 2.6.1. Assume (2.30). For every n ∈ N, let (pan, p
b
n) be a solution to (2.26). Then, there

exists a constant c, independent of n, such that

||pan||(L4(Ωa))3 ≤ c, ||pbn||(L4(Ωb))3 ≤ c, ∀n ∈ N, (2.108)

||Danp
a
n||(L2(Ωa))9 ≤ c, ||Dbnp

b
n||(L2(Ωb))9 ≤ c, ∀n ∈ N. (2.109)

COROLLARY 2.2. Assume (2.30). For every n ∈ N, let (pan, p
b
n) be a solution to (2.26). Let P̃ be defined

in (2.103). Then there exist a subsequence of N, still denoted by {n}, and (in possible dependence on the
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subsequence) (pa3 , p
b
1) ∈ P̃ such that
pan ⇀ (0, 0, pa3 ) weakly in

(
H1(Ωa)

)3 and strongly in
(
L4(Ωa)

)3
,

pbn ⇀ (pb1 , 0, 0) weakly in
(
H1(Ωb)

)3 and strongly in
(
L4(Ωb)

)3
.

(2.110)

Proof. Proposition 2.6.1 ensures that there exist a subsequence of N, still denoted by {n}, and (in

possible dependence on the subsequence) (pa1 , p
a
2 , p

a
3 ) ∈

(
H1(Ωa)

)3 independent of x1 and x2, and

(pb1 , p
b
2 , p

b
3) ∈

(
H1(Ωb)

)3 independent of x2 and x3 such that
pan ⇀ (pa1 , p

a
2 , p

a
3 ) weakly in

(
H1(Ωa)

)3 and strongly in
(
L4(Ωa)

)3
,

pbn ⇀ (pb1 , p
b
2 , p

b
3) weakly in

(
H1(Ωb)

)3 and strongly in
(
L4(Ωb)

)3
,

(2.111)

and (pa1 , p
a
2 , p

a
3 )ν

a = 0 on ∂Ωa \
(
] − 1

2 ,
1
2 [
2×{0}

)
, (pb1 , p

b
2 , p

b
3)ν

b = 0 on ∂Ωb \
(
] − 1

2 ,
1
2 [
2×{0}

)
. In

particular, this implies

pa1 = pa2 = 0 in Ωa (2.112)

pa3 (1) = 0 ,

pb2 = p
b
3 = 0 in Ωb , (2.113)

pb1
(
± 12
)
= 0.

By arguing as in [42], one proves that

(pa1 (0), p
a
2 (0), p

a
3 (0)) =

(
pb1(0), p

b
2(0), p

b
3(0)

)
.

Consequently, by virtue of (2.112) and (2.113), one has

pa3 (0) = 0 = p
b
1(0). (2.114)
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2.6.3 A convergence result for problem (2.41)

Proposition 2.4.2 provides the following result.

PROPOSITION 2.6.2. Let {(qan, q
b
n)}n∈N ⊂

(
L2(Ωa)

)3 × (L2(Ωb))3, and let (qa3 , q
b
1) ∈ L2(Ωa) × L2(Ωb)

be such that qa3 is independent of (x1, x2), qb1 is independent of (x2, x3) and

(qan, q
b
n)→ ((0, 0, qa3 ), (q

b
1 , 0, 0)) strongly in

(
L2(Ωa)

)3
× (L2(Ωb))3. (2.115)

Moreover, for n ∈ N let (φa
(qan,q

b
n)
, φb

(qan,q
b
n)
) be the unique solution to (2.41). Then,



φa(qan,qbn)
→ ∫x3

0

qa3 (t)dt−

∫ 1
0

(∫x3
0

qa3 (t)dt

)
dx3 strongly in

(
H1(Ωa)

)
,

φb(qan,qbn)
→ ∫x1

− 1
2

qb1(t)dt−

∫ 1
0

(∫x3
0

qa3 (t)dt

)
dx3 −

∫ 0
− 1
2

qb1(t)dt strongly in
(
H1(Ωb)

)
,

(
1

hn

∂φa
(qan,q

b
n)

∂x1
,
1

hn

∂φa
(qan,q

b
n)

∂x2

)→ (0, 0) strongly in
(
L2(Ωa)

)2
,

(
1

hn

∂φb
(qan,q

b
n)

∂x2
,
1

hn

∂φb
(qan,q

b
n)

∂x3

)→ (0, 0) strongly in
(
L2(Ωb)

)2
.

(2.116)

2.6.4 The proof of Theorem 2.2

Before proving Theorem 2.2, let us recall an evident result.

PROPOSITION 2.6.3. Let P̃ and Preg be defined in (2.103) and (2.117), respectively. Then Preg is dense in
P̃ where

Preg = C
1
0 (]0, 1[)× C10

(
] − 1

2 , 0[∪]0,
1
2 [
)

(2.117)

Now we have all tools to prove Theorem 2.2. In what follows, pan,i (resp. pbn,i) denotes the i−th

component, i = 1, 2, 3, of pan (resp. pbn). Proposition 2.6.1 and Corollary 2.2 assert that there exist a

subsequence of N, still denoted by {n}, and (in possible dependence on the subsequence) (pa3 , p
b
1) ∈ P̃
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satisfying (2.110) and (za, zb) ∈ (L2(Ωa))6 × (L2(Ωb))6 satisfying
(
1

hn

∂pan
∂x1

,
1

hn

∂pan
∂x2

)⇀ za weakly in (L2(Ωa))6,(
1

hn

∂pbn
∂x2

,
1

hn

∂pbn
∂x3

)⇀ zb weakly in (L2(Ωb))6.
(2.118)

The next step is devoted to identifying pa3 , pb1 , z
a, and zb. To this end, let

v =

{
(0, 0, qa3 ), in Ωa,

(qb1 , 0, 0), in Ωb,

with (qa3 , q
b
1) ∈ Preg. Then v belongs to Pn, for n large enough. Consequently,

1

h2n
En

(
(pan, p

b
n)
)
≤ 1

h2n
En

(
((0, 0, qa), (qb, 0, 0))

)
, for n large enough. (2.119)

Then, passing to the limit in (2.119), as n diverges, and using (2.30), (2.110), (2.118), Proposition

2.6.2, and a l.s.c. argument imply

∫
Ωa

(
|za|2 +

∣∣∣∣dpa3dx3

∣∣∣∣2
)
dx+

∫ 1
0

(
α(|pa3 |

2 − 1)2 + |pa3 |
2
)
dx3 +

∫ 1
0

(∫
]− 12 ,

1
2 [
2
fa3dx1dx2 p

a
3

)
dx3

+

∫
Ωb

(
|zb|2 +

∣∣∣∣dpb1dx1

∣∣∣∣2
)
dx+

∫ 1
2

− 1
2

(
α(|pb1 |

2 − 1)2 + |pb1 |
2
)
dx1 +

∫ 1
2

− 1
2

(∫
]− 12 ,

1
2 [×[−1,0]

fb1dx2dx3 p
b
1

)
dx1

≤ lim
n

En
(
(pan, p

b
n)
)

h2n
≤ lim

n

En
(
(pan, p

b
n)
)

h2n
≤ lim

n

En
(
((0, 0, qa3 ), (q

b
1 , 0, 0))

)
h2n

= E
(
((0, 0, qa3 ), (q

b
1 , 0, 0))

)
.

Then, by virtue of Proposition 2.6.3,∫
Ωa

|za|2dx+

∫
Ωb

|zb|2dx+ E
(
((0, 0, pa3 ), (p

b
1 , 0, 0))

)
≤ lim

n

En
(
(pan, p

b
n)
)

h2n

≤ lim
n

En
(
(pan, p

b
n)
)

h2n
≤ E

(
((0, 0, qa3 ), (q

b
1 , 0, 0))

)
, ∀(qa3 , qb1) ∈ P,

(2.120)

which implies that za = 0, zb = 0, (pa3 , p
b
1) solves (2.106), convergence (2.107) holds true, and
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convergences in (2.110) and (2.118) are strong. �

2.7 The asymptotic behavior of problem (2.6)

2.7.1 The main result

Set

P? =
{
(qa3 , q

b
3) ∈ H1(]0, 1[)×H1(

]
− 1
2 ,
1
2

[
) : qa3 (0) = q

b
3(0)
}
. (2.121)

The main result of this section is the following one.

THEOREM 2.3. For every n ∈ N, let (pan, p
b
n) be a solution to (2.27), and let

(
φa
(pan,p

b
n)
, φb

(pan,p
b
n)

)
be the

unique solution to (2.23) with (pa, pb) = (pan, p
b
n). Moreover, let E and P? be defined by (2.86) and

(2.121), respectively. Assume (2.30). Then there exist an increasing sequence of positive integer numbers
{ni}i∈N and (in possible dependence on the subsequence) (pa3 , p

b
3) ∈ P? such that

pani → (0, 0, pa3 ) strongly in
(
H1(Ωa)

)3 and strongly in
(
L4(Ωa)

)3
,

pbni → (0, 0, pb3) strongly in
(
H1(Ωb)

)3 and strongly in
(
L4(Ωb)

)3
,

(2.122)



(
1

hn

∂pan
∂x1

,
1

hn

∂pan
∂x2

)→ (0, 0) strongly in
(
L2(Ωa)

)3 × (L2(Ωa))3 ,
(
1

hn

∂pbn
∂x2

,
1

hn

∂pbn
∂x3

)→ (0, 0) strongly in
(
L2(Ωb)

)3 × (L2(Ωb))3 ,
(2.123)
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

φa(pani ,p
b
ni

) → ∫x3
0

pa3 (t)dt−

∫ 1
0

(∫x3
0

pa3 (t)dt

)
dx3 strongly in H1(Ωa),

φb(pani ,p
b
ni

) → −

∫ 1
0

(∫x3
0

pa3 (t)dt

)
dx3 strongly in H1(Ωb),

(
1

hn

∂φa
(pani

,pbni
)

∂x1
,
1

hn

∂φa
(pani

,pbni
)

∂x2

)→ (0, 0) strongly in
(
L2(Ωa)

)2
,

 1

hn

∂φb
(pani

,pbni
)

∂x2
,
1

hn

∂φb
(pani

,pbni
)

∂x3

→ pb3Ds strongly in
(
L2(Ωb)

)2
,

(2.124)

where s is the unique solutions to (2.32), s is defined by

s = s

(
x2, x3 +

1

2

)
, a.e. in

]
−
1

2
,
1

2

[
×]0, 1[,

and (pa3 , p
b
3) solves

E(((0, 0, pa3 ), (0, 0, p
b
3))) = min

{
E(((0, 0, qa3 ), (0, 0, q

b
3))) : (q

a
3 , q

b
3) ∈ P?

}
, (2.125)

Moreover

lim
n

En((p
a
n, p

b
n))

h2n
= E(((0, 0, pa3 ), (0, 0, p

b
3))). (2.126)

2.7.2 A priori estimates on polarization

Arguing as in Proposition 2.5.1 provides that

PROPOSITION 2.7.1. Assume (2.30). For every n ∈ N, let (pan, p
b
n) be a solution to (2.27). Then, there

exists a constant c such that

||pan||(L4(Ωa))3 ≤ c, ||pbn||(L4(Ωb))3 ≤ c, ∀n ∈ N, (2.127)

||Danp
a
n||(L2(Ωa))9 ≤ c, ||Dbnp

b
n||(L2(Ωb))9 ≤ c, ∀n ∈ N. (2.128)

COROLLARY 2.3. Assume (2.30). For every n ∈ N, let (pan, p
b
n) be a solution to (2.27). Let P? be defined
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in (2.121). Then there exist a subsequence of N, still denoted by {n}, and (in possible dependence on the
subsequence) (pa3 , p

b
3) ∈ P? such thatpan ⇀ (0, 0, pa3 ) weakly in

(
H1(Ωa)

)3 and strongly in
(
L4(Ωa)

)3
,

pbn ⇀ (0, 0, pb3) weakly in
(
H1(Ωb)

)3 and strongly in
(
L4(Ωb)

)3
.

(2.129)

Proof. Proposition 2.7.1 ensures that there exist a subsequence of N, still denoted by {n}, and (in

possible dependence on the subsequence) (pa1 , p
a
2 , p

a
3 ) ∈

(
H1(Ωa)

)3 independent of x1 and x2, and

(pb1 , p
b
2 , p

b
3) ∈

(
H1(Ωb)

)3 independent of x2 and x3 such thatpan ⇀ (pa1 , p
a
2 , p

a
3 ) weakly in

(
H1(Ωa)

)3 and strongly in
(
L4(Ωa)

)3
,

pbn ⇀ (pb1 , p
b
2 , p

b
3) weakly in

(
H1(Ωb)

)3 and strongly in
(
L4(Ωb)

)3
,

(2.130)

and (pa1 , p
a
2 , p

a
3 ) // e3 on ∂Ωa\

(
] − 1

2 ,
1
2 [
2×{0}

)
, (pb1 , p

b
2 , p

b
3) // e3 on ∂Ωb\

(
] − 1

2 ,
1
2 [
2×{0}

)
. In particular,

this implies

pa1 = pa2 = 0 in Ωa, (2.131)

pb1 = p
b
2 = 0 in Ωb. (2.132)

By arguing as in [42], one proves that

(pa1 (0), p
a
2 (0), p

a
3 (0)) =

(
pb1(0), p

b
2(0), p

b
3(0)

)
.

Consequently, one has

pa3 (0) = p
b
3(0). (2.133)

2.7.3 A convergence result for problem (2.23)

Proposition 2.4.2 provides the following result.

PROPOSITION 2.7.2. Let {(qan, q
b
n)}n∈N ⊂

(
L2(Ωa)

)3 × (L2(Ωb))3, and let (qa3 , q
b
3) ∈ L2(Ωa) × L2(Ωb)

be such that qa3 is independent of (x1, x2), qb3 is independent of (x2, x3) and

(qan, q
b
n)→ ((0, 0, qa3 ), (0, 0, q

b
3)) strongly in

(
L2(Ωa)

)3
× (L2(Ωb))3. (2.134)
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Moreover, for n ∈ N let (φa
(qan,q

b
n)
, φb

(qan,q
b
n)
) be the unique solution to (2.41) Then,



φa(qan,qbn)
→ ∫x3

0

qa3 (t)dt−

∫ 1
0

(∫x3
0

qa3 (t)dt

)
dx3 strongly in

(
H1(Ωa)

)
,

φb(qan,qbn)
→ −

∫ 1
0

(∫x3
0

qa3 (t)dt

)
dx3 strongly in

(
H1(Ωb)

)
,

(
1

hn

∂φa
(qan,q

b
n)

∂x1
,
1

hn

∂φa
(qan,q

b
n)

∂x2

)→ (0, 0) strongly in
(
L2(Ωa)

)2
,

(
1

hn

∂φb
(qan,q

b
n)

∂x2
,
1

hn

∂φb
(qan,q

b
n)

∂x3

)→ qb3Ds strongly in
(
L2(Ωb)

)2
,

(2.135)

and

lim
n

(∫
Ωa

∣∣∣Danφa(qan,qbn)∣∣∣2 dx+
∫
Ωb

∣∣∣Danφb(qan,qbn)∣∣∣2 dx
)

=

∫ 1
0

|qa3 |
2 dx3 + η

∫ 1
2

− 1
2

∣∣∣qb3 ∣∣∣2 dx1. (2.136)

where s is the unique solutions to (2.32), s is defined by

s = s

(
x2, x3 +

1

2

)
, a.e. in

]
−
1

2
,
1

2

[
×]0, 1[,

and η is defined in (2.35).

2.7.4 Proof of Theorem 2.3

We sketch the proof. Proposition 2.7.1 and Corollary 2.3 assert that there exist a subsequence of N,

still denoted by {n}, and (in possible dependence on the subsequence) (pa3 , p
b
3) ∈ P? and (za, zb) ∈

(L2(Ωa))6 × (L2(Ωb))6 satisfying (2.129) and
(
1

hn

∂pan
∂x1

,
1

hn

∂pan
∂x2

)⇀ za weakly in (L2(Ωa))6,(
1

hn

∂pbn
∂x2

,
1

hn

∂pbn
∂x3

)⇀ zb weakly in (L2(Ωb))6.
(2.137)
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Let Ureg be defined in (2.37) and let (qa3 , q
b
3) ∈ Ureg. As in (2.53)-(2.54), one can build a sequence

{(qan, q
b
n)}n∈N, with ((0, 0, qan), (0, 0, q

b
n)) ∈ Pn, for each n ∈ N, such that, thanks also to (2.30) and

Proposition 2.7.2,

lim
n

En
(
((0, 0, qan), (0, 0, q

b
n))
)

h2n
= E

(
((0, 0, qa3 ), (0, 0, q

b
3))
)
.

Consequently, by virtue of Proposition 2.4.1, one has

lim
n

En
(
(pan, p

b
n)
)

h2n
≤ E

(
((0, 0, qa3 ), (0, 0, q

b
3))
)
, ∀(qa3 , qb3) ∈ P̃. (2.138)

On the other side, (2.30), (2.129), (2.137), a l.s.c. argument, and Proposition 2.7.2 ensure that∫
Ωa

|za|2dx

∫
Ωb

|zb|2dx+ E
(
((0, 0, pa3 ), (0, 0, p

b
3))
)
≤ lim

n

En
(
(pan, p

b
n)
)

h2n
(2.139)

Finally, combining (2.138) and (2.139) completes the proof, as usual. �

2.8 The asymptotic behavior of problem (2.15)

2.8.1 The main result

THEOREM 2.4. For every n ∈ N, let (pan, p
b
n) be a solution to (2.28), and let

(
φa
(pan,p

b
n)
, φb

(pan,p
b
n)

)
be the

unique solution to (2.23) with (pa, pb) = (pan, p
b
n). Moreover, let (2.86) and P̃ be defined by (2.86) and

(2.103), respectively. Assume (2.30). Then there exist an increasing sequence of positive integer numbers
{ni}i∈N and (in possible dependence on the subsequence) (pa3 , p

b
1) ∈ P̃ such thatpani → (0, 0, pa3 ) strongly in

(
H1(Ωa)

)3 and strongly in
(
L4(Ωa)

)3
,

pbni → (pb1 , 0, 0) strongly in
(
H1(Ωb)

)3 and strongly in
(
L4(Ωb)

)3
,

(2.140)



(
1

hn

∂pan
∂x1

,
1

hn

∂pan
∂x2

)→ (0, 0) strongly in
(
L2(Ωa)

)3 × (L2(Ωa))3 ,
(
1

hn

∂pbn
∂x2

,
1

hn

∂pbn
∂x3

)→ (0, 0) strongly in
(
L2(Ωb)

)3 × (L2(Ωb))3 ,
(2.141)
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

φa(pani ,p
b
ni

) → ∫x3
0

pa3 (t)dt−

∫ 1
0

(∫x3
0

pa3 (t)dt

)
dx3 strongly in H1(Ωa),

φb(pani ,p
b
ni

) → ∫x1
− 1
2

pb1(t)dt−

∫ 1
0

(∫x3
0

pa3 (t)dt

)
dx3 −

∫ 0
− 1
2

pb1(t)dt strongly in H1(Ωb),

(
1

hn

∂φa
(pani

,pbni
)

∂x1
,
1

hn

∂φa
(pani

,pbni
)

∂x2

)→ (0, 0) strongly in
(
L2(Ωa)

)2
,

 1

hn

∂φb
(pani

,pbni
)

∂x2
,
1

hn

∂φb
(pani

,pbni
)

∂x3

→ (0, 0) strongly in
(
L2(Ωb)

)2
,

(2.142)

where (pa3 , p
b
1) solves (2.106). Moreover

lim
n

Sn((p
a
n, p

b
n))

h2n
= E(((0, 0, pa3 ), (p

b
1 , 0, 0))). (2.143)

2.8.2 A priori estimates on polarization

At first note that (for instance see [29] and also Lemma 2.1 in [47])

||DP||2
(L2(Ωn))

9 = ||rot P||2
(L2(Ωn))

3 + ||div P||2
L2(Ωn)

, ∀P ∈
(
H1(Ωn)

)3
: P · ν = 0 on ∂Ωn, (2.144)

which by rescalings in (3.8) is transformed into

||Danp
a||2

(L2(Ωa))9
+ ||Dbnp

b||2
(L2(Ωb))9

= ||rot anp
a||2

(L2(Ωa))3
+ ||div anp

a||2
L2(Ωa)

+ ||rot bnp
b||2

(L2(Ωb))3
+ ||div bnp

b||2
L2(Ωb)

,

(2.145)

for all (pa, pb) ∈ P̃n and all n ∈ N.

We note that to our aim it is enough to have just an equivalence between the term ||DP||2
(L2(Ωn))

9

and the term ||rot P||2
(L2(Ωn))

3 + ||div P||2
L2(Ωn)

with a constant independent of n.
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PROPOSITION 2.8.1. Assume (2.30). For every n ∈ N, let (pan, p
b
n) be a solution to (2.28). Then, there

exists a constant c such that

||pan||(L4(Ωa))3 ≤ c, ||pbn||(L4(Ωb))3 ≤ c, ∀n ∈ N, (2.146)

||Danp
a
n||(L2(Ωa))9 ≤ c, ||Dbnp

b
n||(L2(Ωb))9 ≤ c, ∀n ∈ N. (2.147)

Proof. Function 0 belonging to P̃n gives∫
Ωa

(
β|rotan p

a
n|
2 + |divan p

a
n|
2 + α

(
|pan|

4 − 2|pan|
2
)
+ |Danφ

a
(pa

n,p
b
n)|
2
)
dx

+

∫
Ωb

(
β|rotbn p

b
n|
2 + |divbn p

b
n|
2 + α

(
|pbn|

4 − 2|pbn|
2
)
+ |Dbnφ

b
(pa

n,p
b
n)|
2
)
dx

≤ 1
2

∫
Ωa

(
|fan|

2 + |pan|
2
)
dx+

1

2

∫
Ωb

(
|fbn|

2 + |pbn|
2
)
dx, ∀n ∈ N.

(2.148)

Estimates (2.148) implies∫
Ωa
α

(
|pan|

4 −

(
2+

1

2α

)
|pan|

2

)
dx+

∫
Ωb
α

(
|pbn|

4 −

(
2+

1

2α

)
|pbn|

2

)
dx

≤ 1
2

∫
Ωa

|fan|
2dx+

1

2

∫
Ωb

|fbn|
2dx, ∀n ∈ N,

which gives∫
Ωa
α

(
|pan|

2 −

(
1+

1

4α

))2
dx+

∫
Ωb
α

(
|pbn|

2 −

(
1+

1

4α

))2
dx

≤ α
(
1+

1

4α

)2 (
|Ωa|+ |Ωb|

)
+
1

2

∫
Ωa

|fan|
2dx+

1

2

∫
Ωb

|fbn|
2dx, ∀n ∈ N.

(2.149)

Then the estimates in (2.146) follow from (2.149) and (2.30). The estimates in (2.147) follow from

(2.148), (2.30), (2.146), the continuous embedding of L4 into L2, and (2.145).

Proposition 2.8.1, by the same arguments as in the proof of Corollary 2.2, yields the following result.

COROLLARY 2.4. Assume (2.30). For every n ∈ N, let (pan, p
b
n) be a solution to (2.28). Let P̃ be defined

in (2.103). Then there exist a subsequence of N, still denoted by {n}, and (in possible dependence on the
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subsequence) (pa3 , p
b
1) ∈ P̃ such that{
pan ⇀ (0, 0, pa3 ) weakly in

(
H1(Ωa)

)3 and strongly in
(
L4(Ωa)

)3
,

pbn ⇀ (pb1 , 0, 0) weakly in
(
H1(Ωb)

)3 and strongly in
(
L4(Ωb)

)3
.

(2.150)

2.8.3 The proof of Theorem 2.4

In what follows, pan,i (resp. pbn,i) denotes the i−th component, i = 1, 2, 3, of pan (resp. pbn).

Proposition 2.8.1 and Corollary 2.4 assert that there exist a subsequence of N, still denoted by {n},

and (in possible dependence on the subsequence) (pa3 , p
b
1) ∈ P̃ satisfying (2.150) and (za, zb) ∈

(L2(Ωa))3×2 × (L2(Ωb))3×2 satisfying

(
1

hn

∂pan,i
∂xj

)
i=1,2,3,j=1,2

⇀ za weakly in (L2(Ωa))3×2,

(
1

hn

∂pbn,i
∂xj

)
i=1,2,3,j=1,2

⇀ zb weakly in (L2(Ωb))3×2.

(2.151)

The next step is devoted to identifying pa3 , pb1 , z
a, and zb. To this end, let

v =

{
(0, 0, qa3 ), in Ωa,

(qb1 , 0, 0), in Ωb,

with (qa3 , q
b
1) ∈ Preg defined in (2.117). Then v belongs to P̃n, for n large enough. Consequently,

1

h2n
Sn

(
(pan, p

b
n)
)
≤ 1

h2n
Sn

(
((0, 0, qa3 ), (q

b
1 , 0, 0))

)
, for n large enough. (2.152)
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Then, passing to the limit in (2.152), as n diverges, and using (2.30), (2.150), (2.151), Proposition

2.6.2, and a l.s.c. argument imply

∫
Ωa

(
β
(
|za3,2|

2 + |za3,1|
2 + |za2,1 − z

a
1,2|

2
)
+

(∣∣∣∣za1,1 + za2,2 + dpa3
dx3

∣∣∣∣2
))

dx

+

∫ 1
0

(
α(|pa3 |

2 − 1)2 + |pa3 |
2
)
dx3 +

∫ 1
0

(∫
]− 12 ,

1
2 [
2
fa3dx1dx2 p

a
3

)
dx3

+

∫
Ωb

(
β

(∣∣∣zb3,2 − zb2,3∣∣∣2 + ∣∣∣zb1,3∣∣∣2 + ∣∣∣zb1,2∣∣∣2)+

(∣∣∣∣dpb1dx1
+ zb2,2 + z

b
3,3

∣∣∣∣2
))

dx

+

∫ 1
2

− 1
2

(
α(|pb1 |

2 − 1)2 + |pb1 |
2
)
dx1 +

∫ 1
2

− 1
2

(∫
]− 12 ,

1
2 [×[−1,0]

fb1dx2dx3 p
b
1

)
dx1

≤ lim
n

Sn
(
(pan, p

b
n)
)

h2n
≤ lim

n

Sn
(
(pan, p

b
n)
)

h2n

≤ lim
n

Sn
(
((0, 0, qa3 ), (q

b
1 , 0, 0))

)
h2n

= E(((0, 0, qa3 ), (q
b
1 , 0, 0))).

(2.153)

Now let us prove that∫
Ωa

(za1,1 + z
a
2,2)

dpa3
dx3

dx = 0,

∫
Ωb

(
zb2,2 + z

b
3,3

) dpb1
dx1

dx = 0. (2.154)

Indeed, let

gn(x3) =

n−1∑
i=0

(
pa3
(
i+1
n

)
− pa3

(
i
n

)
1
n

χ[ in ,
i+1
n [(x3)

)
, x3 a.e. in ]0, 1[, ∀n ∈ N.

Observing that
pa3
(
i+1
n

)
− pa3

(
i
n

)
1
n

is the average of
dpa3
dx3

on
]
i
n ,

i+1
n

[
, one easily has

gn → dpa3
dx3

strongly in L2(]0, 1[),
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as n diverges. Consequently, taking also into account (2.151), one has∫
Ωa

(za1,1 + z
a
2,2)

dpa3
dx3

dx = lim
n

∫
Ωa

(
1

hn

∂pan,1
∂x1

(x) −
1

hn

∂pan,2
∂x2

(x)

)
gn(x3)dx

= lim
n

n−1∑
i=0

(
pa3
(
i+1
n

)
− pa3

(
i
n

)
1
n

1

hn

∫
]− 12 ,

1
2 [
2×] in ,

i+1
n [

(
∂pan,1
∂x1

(x) −
∂pan,2
∂x2

(x)

)
dx

)

and the last integrals are zero due to the boundary condition on pan. It is so proved the first equality

in (2.154). Similarly, one proves the second one.

The properties of pa3 , pb1 and (2.154) give

∫
Ωa

∣∣∣∣za1,1 + za2,2 + dpa3
dx3

∣∣∣∣2 dx = ∫ 1
0

∣∣∣∣dpa3dx3

∣∣∣∣2 dx3 + ∫
Ωa

|za1,1 + z
a
2,2|

2 dx,

∫
Ωb

∣∣∣∣dpb1dx1
+ zb2,2 + z

b
3,3

∣∣∣∣2 dx = ∫ 12
− 1
2

∣∣∣∣dpb1dx1

∣∣∣∣2 dx1 + ∫
Ωb

∣∣∣zb2,2 + zb3,3∣∣∣2 dx.
(2.155)

Then, inserting (2.155) in (2.153) provides∫
Ωa

[
β
(
|za3,2|

2 + |za3,1|
2 + |za2,1 − z

a
1,2|

2
)
+ |za1,1 + z

a
2,2|

2
]
dx

+

∫
Ωb

[
β

(∣∣∣zb3,2 − zb2,3∣∣∣2 + ∣∣∣zb1,3∣∣∣2 + ∣∣∣zb1,2∣∣∣2)+
∣∣∣zb2,2 + zb3,3∣∣∣2]dx

+E(((0, 0, pa3 ), (p
b
1 , 0, 0))) ≤ lim

n

Sn
(
(pan, p

b
n)
)

h2n
≤ lim

n

Sn
(
(pan, p

b
n)
)

h2n

≤ E(((0, 0, qa3 ), (qb1 , 0, 0))), ∀(qa3 , qb1) ∈ Preg.

(2.156)

By virtue of Proposition 2.6.3, inequality (2.156) also true for any (qa3 , q
b
1) ∈ P̃. Consequently, choos-
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ing (qa3 , q
b
1) = (pa3 , p

b
1) in (2.156) one has

za2,1 − z
a
1,2 = 0 a.e. in Ωa, za1,1 + z

a
2,2 = 0 a.e. in Ωa,

za3,2 = z
a
3,1 = 0 a.e. in Ωa,

zb1,3 = z
b
1,2 = 0 a.e. in Ωb, zb3,2 − z

b
2,3 = 0 a.e. in Ωb,

zb2,2 + z
b
3,3 = 0 a.e. in Ωb.

(2.157)

Consequently, inserting (2.157) in (2.156), one obtains that (pa3 , p
b
1) solves (2.106) and convergence

(2.143) holds. We remark that convergence in (2.143) holds true for the whole sequence since the

limit is uniquely identified. Moreover, (2.142) follows from (2.150) and Proposition 2.6.2.

The last step is devoted to proving (2.141) and that convergences in (2.150) are strong. To this

aim, combining (2.143) with (2.30), (2.142) and (2.150) provides

lim
n

(∫
Ωa

(
β|rot anp

a
n|
2 + |div anp

a
n|
2
)
dx+

∫
Ωb

(
β|rot bnp

b
n|
2 + |div bnp

b
n|
2
)
dx

)

=

∫ 1
0

∣∣∣∣dpa3dx3

∣∣∣∣2 dx3 + ∫ 12
− 1
2

∣∣∣∣dpb1dx1

∣∣∣∣2 dx1.
(2.158)

Moreover, from (2.150), (2.151) and (2.157) it follows that

rot anp
a
n ⇀ (0, 0, 0) = rot (0, 0, pa3 ) weakly in

(
L2(Ωa)

)3
,

rot bnp
b
n ⇀ (0, 0, 0) = rot (pb1 , 0, 0) weakly in

(
L2(Ωb)

)3
,

div anp
a
n ⇀ dpa3

dx3
= div (0, 0, pa3 ) weakly in L2(Ωa),

div bnp
b
n ⇀ dpb1

dx1
= div (pb1 , 0, 0) weakly in L2(Ωb).

(2.159)

Consequently, combining convergence of the energies (2.158) with (2.159), one derives that

rot anp
a
n → rot (0, 0, pa3 ) strongly in

(
L2(Ωa)

)3
,

rot bnp
b
n → rot (pb1 , 0, 0) strongly in

(
L2(Ωb)

)3
,

div anp
a
n → div (0, 0, pa3 ) strongly in L2(Ωa),

div bnp
b
n → div (pb1 , 0, 0) strongly in L2(Ωb).

(2.160)
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Finally, taking into account that
D(0, 0, pa3 ) = D

a
n(0, 0, p

a
3 ), rot (0, 0, pa3 ) = rotan (0, 0, p

a
3 ), div (0, 0, pa3 ) = divan (0, 0, p

a
3 ), in Ωa,

D(pb1 , 0, 0) = D
b
n(p

b
1 , 0, 0), rot (pb1 , 0, 0) = rotbn (p

b
1 , 0, 0), div (pb1 , 0, 0) = divbn (p

b
1 , 0, 0), in Ωb,

from (2.145) and (2.160) one deduces that
Danp

a
n → D(0, 0, pa3 ) strongly in

(
L2(Ωa)

)9
,

Dbnp
b
n → D(pb1 , 0, 0) strongly in

(
L2(Ωb)

)9
,

i.e. (2.141) and that convergences in (2.150) are strong. We remark that convergences in (2.141)

hold true for the whole sequence since the limits are uniquely identified. �

2.9 The asymptotic behavior of all previous problems when the
control ϕP satisfies (2.8)

If
(
φa
(pa,pb)

, φb
(pa,pb)

)
is the unique solution to (2.29), thanks to Proposition 2.4.3, in the limit process

there is no contribution of the nonlocal term. So, the limit functionals are obtained just eliminating the

parts coming from the nonlocal term in the previous limit functionals and all previous convergences

on the polarization hold true, while the potentials converge to zero.
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Chapter 3
Asymptotic Analysis of a Junction of
Hyperelastic Rods

P. Hernández-Llanos, Asymptotic Analysis of a Junction of Hyperelastic Rods, Submitted.

Abstract. In this chapter, we obtain a 1-dimensional model asymptotic model for a junction of thin

hyperelastic rods as the thickness goes to zero. We show, under appropriate hypotheses on the loads,

that the deformations which minimize the total energy weakly converge in a Sobolev space towards

the minimum of a 1D-dimensional energy for elastic strings by using techniques from Γ−convergence.

Keywords: Junctions, thin structures, hyperelasticity, nonlinear elasticity, thin beams, asymptotic

analysis.

2010 AMS subject classifications: 35B40, 74B20, 74K30.

3.1 Introduction

The asymptotic modeling for thin structures (plates, shells, beams, etc) by Γ−convergence from

3D−nonlinear elasticity equations has been of special interest for the mathematical community during

the last four decades (see, for instance [7, 14, 23, 25, 26, 28, 37, 38, 39, 40, 53, 54, 59, 60, 61, 62,

64, 65, 66, 73, 74]) motivated by applications in engineering. Going further, complex structures are

obtained by a junction of much simpler structures. Examples of such thin multistructures are bridges

69
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(where, for instance, cables are connected to the board of the bridge) and T− or L−shaped junctions

of rods.

There exists an extensive literature on dimension reduction problems related to multi-structures in

the context of nonlinear hyperelasticity for which we refer to [11, 48, 35, 36, 56, 49, 51, 52, 72]. For

literature on multi-structures in contexts other than non-linear hyperelasticity, we refer to Gaudiello

et al [41, 43, 44, 45, 46, 47, 48, 49] and, more recently, [16, 18] for a large number of interesting

problems involving ferroelectricity, electromagnetism, diffusion, etc.

In this chapter, starting from the 3D−model of a junction of two orthogonal non-linearly hypere-

lastic thin rods joined to each other (see Figure 3.1), we obtain a 1D−model. The aim is to extend

the results of Acerbi et al [1] for the case of an elastic string to a multiple structure. For obtaining the

limit model we shall closely follow the arguments provided by Le Dret and Raoult [58] in obtaining

a 2-d model for a membrane starting from the 3-d model for a hyperelastic structure. The approach

is classical and consists of rescaling the problem and studying the Γ -limit of rescaled energies by es-

tablishing the Γ − lim inequality and the Γ − lim inequality. The main novelty compared to the elastic

string model of Acerbi et al[1] is the appearance of the junction condition, although it is natural to

expect this in the case of multi-structures. The junction condition appears when the elastic energy

has a certain growth rate. The justification of the junction condition, during the proof of the Γ − lim

inequality, is not so immediate but can be obtained following the ideas of Gaudiello et al[41]. The

junction condition is taken care of during the derivation of the Γ − lim inequality using a recovery

sequence which is constructed inspired by the construction used in Le Dret et al[58] and in Gaudiello

et al[41]

The chapter is organized as follows. Section 3.2 begins with the basic background about our mul-

tidomain in the context of 3D elasticity. Then it is followed by a rescaling of the problem and we

define the appropiate Sobolev spaces for the deformations and displacements involved in the rescaled

problem. The main result (Theorem 3.1) of the chapter is given in Section 3.2.4. We begin Section

3.3 with Lemma 3.1 and Propositions 3.3.1, 3.3.2 and Theorem 3.1 is proved with their help. Finally,

in Section 3.4, we end by computing the 1-d stored energy in the case of the Saint Venant-Kirchhoff

material for the junction (Proposition 3.4.1).
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3.2 Preliminaries

3.2.1 Notation and definitions

Throughout this paper, we denote by N,R, R+ and Rm×n the sets of natural, real, nonnegative real

numbers and the space of real m×n matrices endowed with the usual Euclidean norm ||F|| =
√

tr FT F

respectively. For all zi ∈ R3, i = 1, 2, 3, we note (z1|z2|z3) the matrix whose i−th column is zi. In the

sequel, x = (x1, x2, x3) denotes a generic point in R3.

For all F = (z1|z2) ∈ R3×2 and z3 ∈ R3, we also note (F|z3) the matrix whose first two columns are

z1 and z2 and whose third column is z3. Analogously, for all F̃ = (z2|z3) ∈ R3×2 and z1 ∈ R3, we also

note (z1|F̃) the matrix whose first column is z1 and the last two columns are z2 and z3.

We assume that W : R3×3 −→ R is a continuous function that satisfies the following growth and

coercivity hypotheses:∃C > 0, ∃p ∈]1,+∞[, ∀F ∈ R3×3, |W(F)| ≤ C (1+ ||F||p) ,

∃α > 0, ∃β ≥ 0, ∀F ∈ R3×3, W(F) ≥ α||F||p − β.
(3.1)

Given such W : R3×3 → R, we introduce two functions Wa,Wb : R3 −→ R

Wa(z3) = inf
F∈R3×2

W
(
(F|z3)

)
, Wb(z1) = inf

F̃∈R3×2
W
(
(z1|F̃)

)
. (3.2)

Due to the coercivity assumption (3.1)2, it is clear that these functions are well defined. Besides, since

W is continuous, the infimum for both are attained. Let us briefly state a few properties of Wa and

Wb. The continuity of Wa and Wb on R3 is a consequence of (3.1)2 (see e.g. [1, 58]) and these

functions satisfy the growth and coecivity estimates∃C ′ > 0, ∀z ∈ R3 |Wa(z)| ≤ C ′ (1+ ||z||p) ,

∃α > 0, ∃β ≥ 0, ∀z ∈ R3, Wa(z) ≥ α||z||p − β,
(3.3)

∃C ′ > 0, ∀z ∈ R3 |Wb(z)| ≤ C ′ (1+ ||z||p) ,

∃α > 0, ∃β ≥ 0, ∀z ∈ R3, Wb(z) ≥ α||z||p − β.
(3.4)
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3.2.2 Setting up of the three-dimensional problem

For all ε > 0, we introduce the thin multidomain Ωε := Ωaε ∪Ωbε (see Figure 3.1), where

Ωaε =
((
− ε
2 ,
ε
2

)
×
(
− ε
2 ,
ε
2

))
× [0, 1), Ωbε =

(
−
1

2
,
1

2

)
×
((

−
ε

2
,
ε

2

)
× (−ε, 0)

)
.

The multidomain Ωε models a nonlinearly hyperelastic body consisting of two joined orthogonal rods

Ωaε and Ωbε with small thickness ε which are joined along the surface ε
(
− 1
2 ,
1
2

)2 × {0}.

Figure 3.1 The set Ωε.

Let

Σaε = {± ε2 }× (− ε
2 ,
ε
2)× (0, 1)

⋃
(− ε

2 ,
ε
2)× {± ε2 }× (0, 1),

Σbε=(− 1
2 ,
1
2)× {± ε2 }× (−ε, 0)

⋃
(− 1

2 ,
1
2)× (− ε

2 ,
ε
2)× {−1},

Taε = (− ε
2 ,
ε
2)
2 × {1} , Sbε = {± 12 }×

(
(− ε

2 ,
ε
2)× (−ε, 0)

)
,

where Taε is the top of the vertical rod, Sbε corresponds to the ends of the horizontal rod; Σaε corresponds
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to the sides of the vertical rod and Σbε corresponds to the sides of the horizontal rod except the top

portion
(
(− 1

2 ,
1
2)× (− ε

2 ,
ε
2) \ (−

ε
2 ,
ε
2)
2
)
× {0} (we exclude this solely in order to lighten the notations

and the proofs).

We consider Ωε to be the reference configuration of a three-dimensional body made of a non-

linearly hyperelastic homogeneous material and whose stored energy function is denoted by W. We

suppose that the structure is solely submitted to the action of dead loading on Σaε ∪ Σbε of traction

densities gε of small order (see (3.10) and (3.15) for the precise assumptions on gε) whereas the mul-

tidomain does not deform on Taε ∪ Sbε . The equilibrium position is obtained through the minimization

problem:

inf
ψ∈Φε

Iε(φ), (3.5)

for the total energy Iε

Iε(φ) =

∫
Ωε

W (Dφ(x))dx−

∫
Σaε∪Σbε

gε(x) · φ(x)dσ, (3.6)

over the set of admissible deformations

Φε = {φ ∈W1,p(Ωε;R3);φ(x) = x on Taε and on Sbε }. (3.7)

In the above, dσ is the surface element on Σaε ∪ Σbε .

Under assumptions (3.1), the energy functional Iε is coercive and, is sequentially weakly lower

semi-continuous onW1,p(Ωε;R3) ifW is quasiconvex by a classical result of calculus of variations (see

Dacorogna [31]). The importance of the quasiconvexity of W is that it guarantees the existence of a

solution to the problem (3.6). However, we shall not assume the polyconvexity or quasiconvexity of

W since we do not want to rule out important classes of elastic materials such as the Saint-Venant-

Kirchhoff which are neither polyconvex nor quasiconvex (see [67]). The convergence results will apply

to approximate minimizing sequences as in [58].

3.2.3 The rescaled problem

As is usual, the problem (3.5) is reformulated on a reference domainΩa∪Ωb independent of ε where

Ωa =

(
−
1

2
,
1

2

)
×
(
−
1

2
,
1

2

)
× (0, 1) , Ωb =

(
−
1

2
,
1

2

)
×
(
−
1

2
,
1

2

)
× (−1, 0) (3.8)
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and we denote by

Σa = {± 12 }× (− 1
2 ,
1
2)× (0, 1)

⋃
(− 1

2 ,
1
2)× {± 12 }× (0, 1),

Σb = (−1
2 ,
1
2)× {± 12 }× (−1, 0)

⋃
(− 1

2 ,
1
2)
2 × {−1},

Ta = (−1
2 ,
1
2)
2 × {1} , Sb = {± 12 }× (− 1

2 ,
1
2)× (−1, 0) .

The scaling rε : (y1, y2, x3) ∈ Ωa 7→ (εy1, εy2, x3) ∈ IntΩaε mapsΩa, Σa and Ta, respectively, toΩaε , Σ
a
ε

and Taε and the scaling sε : (x1, y2, y3) ∈ Ωb 7→ (x1, εy2, εy3) ∈ Ωbε maps Ωb, Σb, and Sb, respectively,

to Ωbε , Σ
b
ε and Sbε .

For every φ ∈W1,p(Ωε;R3), we defineψa(ε)(y1, y2, x3) := φ(rε(y1, y2, x3)) (y1, y2, x3) ∈ Ωa,

ψb(ε)(x1, y2, y3) := φ(sε(x1, y2, y3)) (x1, y2, y3) ∈ Ωb,
(3.9)

and given a surface density gε on Σaε ∪ Σbε , we define a rescaled surface density g(ε) defined compo-

nentwise on Σa and Σb throughga(ε)(y1, y2, x3) = ε−1gε(εy1, εy2, x3), for (y1, y2, x3) ∈ Σa ,

gb(ε)(x1, y2, y3) = ε−1gε(x1, εy2, εy3), for (x1, y2, y3) ∈ Σb .
(3.10)

Define the set

Ψ(ε) = {ψ = (ψa, ψb) ∈W1,p(Ωa;R3)×W1,p(Ωb;R3) : ψa = rε on Ta , ψb = sε on Sb,

ψa(y1, y2, 0) = ψ
b(εy1, y2, 0) in

(
− 1
2 ,
1
2

)2}
. (3.11)

We observe that, if φ ∈ Φε then (ψa(ε), ψb(ε)) given by (3.9) belongs to Ψ(ε) and this defines a

bijection between Φε and Ψε. Also observe that, through a change of variables, we have

Iε(φ) = ε
2

(∫
Ωa
W

(
1

ε

∂ψa(ε)

∂y1
|
1

ε

∂ψa(ε)

∂y2
|
∂ψa(ε)

∂x3

)
dx+

∫
Ωb
W

(
∂ψb(ε)

∂x1
|
1

ε

∂ψb(ε)

∂y2
|
1

ε

∂ψb(ε)

∂y3

)
dx

−

∫
Σa
ga(ε)ψa(ε)dζ−

∫
Σb
gb(ε)ψb(ε)dζ

)
. (3.12)
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In view of the above calculation, we define the rescaled functional

I(ε)(ψ) : =

∫
Ωa
W

(
1

ε

∂ψa

∂x1
|
1

ε

∂ψa

∂x2
|
∂ψa

∂x3

)
dx+

∫
Ωb
W

(
∂ψb

∂x1
|
1

ε

∂ψb

∂x2
|
1

ε

∂ψb

∂x3

)
dx

−

∫
Σa
ga(ε)ψadζ−

∫
Σb
gb(ε) ψbdζ. (3.13)

By these considerations, we are able to establish a correspondence between the minimization problem

(3.5) and the following minimization problem

inf
ψ∈Ψ(ε)

I(ε)(ψ). (3.14)

The goal of this paper is to study the asymptotic behaviour, as ε → 0, of problem (3.14), under the

following assumptions

ga(ε)⇀ ga weakly inLq
(
Σa;R3

)
, gb(ε)⇀ gb weakly inLq

(
Σb;R3

)
. (3.15)

As in [58], we can rewrite the problem (3.14) in terms of displacements on the rescaled domain. For

this end, we define appropiate spaces. Let

Zp =W1,p
a (Ωa;R3)×W1,p

b (Ωb;R3), (3.16)

where W1,p
a (Ωa;R3) = {ua ∈ W1,p(Ωa;R3) : ua = 0 on Ta} and similarly, W1,p

b (Ωb;R3) = {ub ∈
W1,p(Ωb;R3) : ub = 0 on Sb}. There is a natural bijection between the deformations in Ψ(ε) and the

displacements in

V(ε) =
{
v = (va, vb) ∈ Zp : va(x1, x2, 0) = vb(εx1, x2, 0) in

(
− 1
2 ,
1
2

)2}
, (3.17)

given by

va = ψa − rε on Ωa , vb = ψb − sε on Ωb. (3.18)

Therefore, in terms of displacements, the rescaled energy (3.13) may be written as:

J(ε)(va, vb) =

∫
Ωa
W

((
e1 +

1

ε

∂va

∂x1
|e2 +

1

ε

∂va

∂x2
|e3 +

∂va

dx3

))
dx

+

∫
Ωb
W

((
e1 +

∂vb

dx1
|e2 +

1

ε

∂vb

∂x2
|e3 +

1

ε

∂vb

∂x3

))
dx

−

∫
Σa
ga(ε) · ((0, 0, x3) + va)dζ−

∫
Σb
gb(ε) · ((x1, 0, 0) + vb)dζ (3.19)
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for (va, vb) ∈ V(ε). Thus the minimization problem (3.14) is equivalent to the following minimization

problem

inf
v=(va,vb)∈V(ε)

J(ε)(v). (3.20)

3.2.4 The main result

Let us consider the extension of the energies J(ε) defined by

J̃(ε)(v) =

J(ε)(v) if v ∈ V(ε),

+∞ otherwise,
(3.21)

for v ∈ Lp(Ωa;R3) × Lp(Ωb;R3). The asymptotic behaviour of the energies (3.14) or, equiva-

lently, (3.20) will be obtained through the Γ− limit of the sequence J̃(ε) for the strong topology

on Lp(Ωa;R3)×Lp(Ωb;R3) when ε→ 0. We refer to Dal Maso [32] and Braides [12] for the definition

and main properties of Γ -convergence.

We introduce the following functional space:

VJ =
{
(va, vb) ∈ Zp : va is independent of (x1, x2), vb is independent of (x2, x3), and forp > 2, va(0) = vb(0)

}
VJ is called the space of displacements on the T−shaped structure, the subscript J stands for the

junction condition. The space VJ is canonically isomorphic to

VJ =
{
(va, vb) ∈W1,p

a ((0, 1);R3)×W1,p
b ((− 1

2 ,
1
2);R

3) : forp > 2, va(0) = vb(0)
}
, (3.22)

where W
1,p
a ((0, 1);R3) = {w ∈ W1,p

(
(0, 1);R3

)
: w(1) = 0} and W

1,p
b

(
(− 1

2 ,
1
2);R

3
)

=

W
1,p
0

(
(− 1

2 ,
1
2);R

3
)
. The functions of a single variable (va, vb) ∈ VJ are continuous and we denote

by v = (va, vb) the element of VJ that is associated with v = (va, vb) ∈ VJ through this isomorphism.

LetWa andWb be as defined in (3.2) and, W∗∗a andW∗∗b , their respective convex envelopes on R3.
Consider the functional

J(0)(va, vb) =

∫ 1
0

W∗∗a

(
e3 +

dva

dx3

)
dx3 +

∫ 1/2
−1/2

W∗∗b

(
e1 +

dvb

dx1

)
dx1

−

∫ 1
0

ga · ((0, 0, x3) + va)dx3 −
∫ 1/2
−1/2

gb · ((x1, 0, 0) + vb)dx1 (3.23)
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for (va, vb) ∈ VJ, where ga, gb are defined below:

ga(x3) :=

2∑
i=1

∫ 1/2
−1/2

ga(y1, (−1)
i 1
2 , x3) dy1 +

2∑
i=1

∫ 1/2
−1/2

ga((−1)i 12 , y2, x3) dy2 (3.24)

gb(x1) :=

2∑
i=1

∫ 0
−1
gb(x1, (−1)

i 1
2 , y3) dy3 +

∫ 1/2
−1/2

gb(x1, y2,−1) dy2 (3.25)

We then extend J(0) to Lp(Ωa;R3)× Lp(Ωb;R3) as follows

J̃(0)(v) =

J(0)(v), if v ∈ VJ,

+∞, otherwise.
(3.26)

The following theorem is our main result.

THEOREM 3.1. Assume (3.15), and that there exist C > 0, α > 0, β ≥ 0, and some p > 2 such that
the stored energy function W : R3×3 → R of the hyperelastic material satisfies the growth and coercivity
conditions (3.1)-(3.4). Then, the sequence of energies J̃(ε) given in (3.21) and (3.19) Γ -converges, as
ε→ 0, to J̃(0) for the strong topology of Lp(Ωa;R3)× Lp(Ωb;R3).

As a corollary of the Γ -convergence and of the equicoercivity of the functionals J̃(ε) it follows, by

classical results in Γ -convergence theory, that the minima converge and also any sequence of approx-

imate minimizers converge to a minimum of the limit problem. This means that the deformations of

the original structure in equilibrium or near an equilibrium may be approximated by the deformations

in equilibrium of the limiting energy.

Remark: We do not consider the case p ≤ 2 since it can be shown that, for this case, there is

no condition on the junction in the limit problem and so the vertical and horizontal segments act

independently and so there is no difference from the model obtained by Acerbi et al[1].

3.3 Proof of the main theorem

For clarity, we decompose the proof of Theorem 3.1 into a series of various comparatively simple

results. The assumptions on W are as in the theorem for the following lemma.

LEMMA 3.1. Let u(ε) = (ua(ε), ub(ε)) ∈ Lp(Ωa;R3)× Lp(Ωb;R3) be a sequence such that J̃(ε)(u(ε)) ≤
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C < +∞ where C does not depend on ε. Then u(ε) is uniformly bounded in Zp and any limit point for
the weak topology of Zp belongs to VJ.

Proof. Let u(ε) = (ua(ε), ub(ε)) ∈ Lp(Ωa;R3) × Lp(Ωb;R3) be such that J̃(ε)(u(ε)) ≤ C < +∞.

Then, the definition (3.21) implies that u(ε) = (ua(ε), ub(ε)) ∈ V(ε) for all ε > 0. Let us call

ψa(ε) = ua(ε)+rε andψb(ε) = ub(ε)+sε, the deformations that are associated with the displacements

ua(ε) and ub(ε), respectively, where rε and sε are as defined in subsection 3.2.3. The coercivity of the

function W and the assumed uniform bound for the energies imply that

α

∫
Ωa

∣∣∣∣(1ε∂1ψa(ε)|1ε∂2ψa(ε)|∂3ψa(ε)
)∣∣∣∣p dx ≤ C ′ (1+ ||ψa(ε)||W1,p(Ωa;R3)

)
, (3.27)

α

∫
Ωb

∣∣∣∣(∂1ψb(ε)|1ε∂2ψb(ε)|1ε∂3ψb(ε)
)∣∣∣∣p dx ≤ C ′ (1+ ||ψb(ε)||W1,p(Ωb;R3)

)
, (3.28)

where C ′ does not depend on ε. It is clear that for ε > 0 such that ε ≤ 1, we have∣∣∣∣∣∣(ε−1z1|ε−1z2|z3)∣∣∣∣∣∣ ≥ ||(z1|z2|z3)|| ,
∣∣∣∣∣∣(z1|ε−1z2|ε−1z3)∣∣∣∣∣∣ ≥ ||(z1|z2|z3)|| .

Therefore (3.27) and (3.28) imply that

α ||Dψa(ε)||p
Lp(Ωa;R3) ≤ C

′
(
1+ ||ψa(ε)||W1,p(Ωa;R3)

)
, (3.29)

α
∣∣∣∣∣∣Dψb(ε)∣∣∣∣∣∣p

Lp(Ωb;R3)
≤ C ′

(
1+ ||ψb(ε)||W1,p(Ωb;R3)

)
, (3.30)

which, together with the clamped conditions

ψa(ε) = rε on Ta and ψb(ε) = sε on Sb (3.31)

yield the desired uniform bound for ψa(ε) and ψb(ε) in W1,p(Ωa;R3) and W1,p(Ωb;R3), respectively,

by Poincaré inequality.

Then, going back to (3.27), (3.28) and using a priori bounds on ψa(ε) and ψb(ε), we obtain

||∂1ψ
a(ε)||Lp(Ωa;R3) ≤ C

′′′ε, ||∂2ψ
a(ε)||Lp(Ωa;R3) ≤ C

′′′ε and, (3.32)∣∣∣∣∣∣∂2ψb(ε)∣∣∣∣∣∣
Lp(Ωb;R3)

≤ C ′′′ε,
∣∣∣∣∣∣∂3ψb(ε)∣∣∣∣∣∣

Lp(Ωb;R3)
≤ C ′′′ε. (3.33)
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Therefore,

∂1ψ
a(ε)→ 0 strongly inLp(Ωa;R3), ∂2ψ

a(ε)→ 0 strongly inLp(Ωa;R3) and,

∂2ψ
b(ε)→ 0 strongly inLp(Ωb;R3), ∂3ψ

b(ε)→ 0 strongly inLp(Ωb;R3). (3.34)

If we denote ψa and ψb as limit points of the sequences ψa(ε) and ψb(ε) in the weak topology of

the corresponding spaces W1,p(Ωa;R3) and W1,p(Ωb;R3), (for the strong topology of Lp(Ωa;R3) and

Lp(Ωb;R3) respectively), i.e.

ψa(ε)⇀ ψa weakly in W1,p(Ωa;R2) and strongly inLp(Ωa;R3),
ψb(ε)⇀ ψb weakly in W1,p(Ωb;R2) and strongly inLp(Ωb;R3),

(3.35)

it follows at once that

∂1ψ
a = 0, ∂2ψ

a = 0, ∂2ψ
b = 0, ∂3ψ

b = 0. (3.36)

Thus, ψa is independent of (x1, x2) and ψb is independent of (x2, x3). On the other hand, from (3.36)

and again by virtue of the clamped boundary conditions (3.31) for ψ = (ψa, ψb) we deduce that

ψa(x) = (0, 0, x3) on Ta and ψb(x) = (x1, 0, 0) on Sb.

It remains to prove that

ψa(0) = ψb(0). (3.37)

The junction condition (3.37) is obtained passing to the limit, as ε→ 0, in∫
(− 12 ,

1
2)
2
ψa(ε)(x1, x2, 0)dx1 dx2 =

∫
(− 12 ,

1
2)
2
ψb(ε)(εx1, x2, 0)dx1 dx2 (3.38)

and this can be done by arguing as in [41]. We sketch here an alternate proof as follows.

The sequence of traces ψa(ε)(·, 0) is compact in Lq
((

− 1
2 ,
1
2

)2)
as as consequence of the weak

convergence of ψa(ε) in W1,p(Ωa), provided by (3.35) and, the compact inclusion of the traces of

W1,p(Ωa) in Lq
((

− 1
2 ,
1
2

)2)
for some q > 1 which is true if p > 2 and for which we refer to Biegert [?].

Passing to the limit on the left-hand side we obtain

lim
ε→0
∫
(− 12 ,

1
2)
2
ψa(ε)(x1, x2, 0)d(x1, x2) = ψ

a(0), (3.39)

since, we have observed, following (3.36), that ψa is constant with respect to x1 and x2.

Similarly, the sequence of traces ψb(ε)(·, 0) is compact in Lq
((

− 1
2 ,
1
2

)2)
and notice that
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ψb(εx1, x2, 0) → ψb(0, x2, 0) strongly. But this is not enough to pass to the limit on the right-hand
side of (3.38) because of the concentration of the argument near x1 = 0. Actually, this indicates that
some convergence in the space of continuous functions will be necessary. Also, it is worth mentioning
that the estimates in (3.33) will be quite important. We only sketch here the main ideas for establish-
ing this limit while referring the reader to Proposition 2.1 [41] for the details and the precise manner
of obtaining the necessary estimates. The question can be settled if one has the strong sequence of the
traces ψb(ε)(·, 0) in C

((
− 1
2 ,
1
2

)2)
but this is not guaranteed. However, it turns out that this is suffi-

cient to find at least a height, x3 ∈ [−1, 0], at which the traces ψb(ε)(·, x∗3) are bounded and therefore,

compact in C
((

− 1
2 ,
1
2

)2)
provided p > 2. Then, to calculate the limit on the right hand side of (3.38)

we write∫
(− 1

2
, 1
2 )

2
ψb(ε)(εx1, x2, 0)d(x1, x2)

=

∫
(− 1

2
, 1
2 )

2

(
ψb(ε)(εx1, x2, 0) −ψ

b(ε)(εx1, x2, x
∗
3)
)
d(x1, x2) +

∫
(− 1

2
, 1
2 )

2
ψb(ε)(εx1, x2, x

∗
3)d(x1, x2) .(3.40)

Then, it can be shown that the first term on the right hand side in the above goes to 0 as ε→ 0 using

the estimates in (3.33). Whereas, the second integral converges to ψb(0) since we have the strong

convergence of ψb(ε)(εx1, x2, x∗3) to ψb(0, x2, x∗3) in C
((

− 1
2 ,
1
2

)2)
and ψb(0, x2, x∗3) is constant in x2

and x3. At last, we obtain

lim
ε→0
∫
(− 12 ,

1
2)
2
ψb(ε)(εx1, x2, 0)d(x1, x2) = ψ

b(0) . (3.41)

Thus, from (3.39) and (3.41) the desired conclusion (3.37)follows.

Finally, if ua and ub denote the corresponding limits of the sequences ua(ε) and ub(ε) respectively,

since ua(x) = ψa(x) − (0, 0, x3), ub(x) = ψb − (x1, 0, 0), then ua is independent of (x1, x2), ub is

independent of (x2, x3), ua(x) = 0 on Ta, ub(x) = 0 on Sb and ua(0) = ub(0) follows directly from

(3.37). Therefore, (ua, ub) ∈ VJ. �

PROPOSITION 3.3.1. For all (va(ε), vb(ε)) ∈ Zp, such that (va(ε), vb(ε)) → (va, vb) strongly in
Lp(Ωa;R3)× Lp(Ωb;R3), then for (va, vb) ∈ VJ, we have that

lim inf
ε→0 J̃(ε)((va(ε), vb(ε))) ≥

∫ 1
0

W∗∗a

(
e3 +

dva

dx3

)
dx3 +

∫ 1/2
−1/2

W∗∗b

(
e1 +

dvb

dx1

)
dx1

−

∫ 1
0

ga · ((0, 0, x3) + va)dx3 −
∫ 1/2
−1/2

gb · ((x1, 0, 0) + vb)dx1 (3.42)

Proof. If lim inf
ε→0 J̃(ε)((va(ε), vb(ε))) = +∞ there is nothing to prove. Without loss of generality we
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assume that J̃(ε)((va(ε), vb(ε))) is bounded from above. It follows from Lemma 3.1 that (va, vb) ∈ VJ.
Also, it is clear from the assumption (3.15) that, when ε→ 0,∫

Σa
ga(ε) · ((0, 0, x3) + va(ε))dζ+

∫
Σb
gb(ε) · ((x1, 0, 0) + vb(ε))dζ

−→ ∫
Σa
ga · ((0, 0, x3) + va)dζ+

∫
Σb
gb · ((x1, 0, 0) + vb)dζ

=

∫ 1
0

ga · ((0, 0, x3) + va)dx3 −
∫ 1/2
−1/2

gb · ((x1, 0, 0) + vb)dx1 . (3.43)

For the elastic energy, we have that (with ψa(ε) = va(ε) + rε and ψb(ε) = vb(ε) + sε as usual)∫
Ωa
W

((
1

ε
∂1ψ

a(ε)|
1

ε
∂2ψ

a(ε)|∂3ψ
a(ε)

))
dx ≥

∫
Ωa
Wa ((∂3ψ

a(ε)))dx

≥ Ga(ψa(ε)) =
∫
Ωa
W∗∗a ((∂3ψ

a(ε)))dx, (3.44)∫
Ωb
W

((
∂1ψ

b(ε)|
1

ε
∂2ψ

b(ε)|
1

ε
∂3ψ

b(ε)

))
dx ≥

∫
Ωb
Wb

(
(∂1ψ

b(ε))
)
dx

≥ Gb(ψb(ε)) =
∫
Ωb
W∗∗b

(
(∂1ψ

b(ε))
)
dx. (3.45)

Therefore, due to the lower semicontinuity of the integral functionals Ga and Gb onW1,p(Ωa;R3) and

W1,p(Ωb;R3) respectively and since ψa(ε)⇀ ψa = va+ r0 weakly in W1,p(Ωa;R3) and ψb(ε)⇀ ψb =

vb + s0 weakly in W1,p(Ωb;R3) by virtue of Lemma 3.1, then we have that

lim inf
ε→0

∫
Ωa
W

((
1

ε
∂1ψ

a(ε)|
1

ε
∂2ψ

a(ε)|∂3ψ
a(ε)

))
dx ≥ Ga(ψa) =

∫ 1
0

W∗∗a (e3 + ∂3v
a)dx3 (3.46)

and

lim inf
ε→0

∫
Ωb
W

((
∂1ψ

b(ε)|
1

ε
∂2ψ

b(ε)|
1

ε
∂3ψ

b(ε)

))
dx ≥ Gb(ψb) =

∫ 1/2
−1/2

W∗∗b (e1 + ∂1v
b)dx1. (3.47)

Finally, using va(ε) = ψa(ε) − rε and vb(ε) = ψb(ε) − sε on right-hand side of inequalities (3.46) and

(3.47), the inequality for a sum of lim inf and (3.43) the proof is complete. �

PROPOSITION 3.3.2. For all (va, vb) ∈ VJ and ((w2, ζ2), (w1, ζ3)) ∈ VJ × VJ, there exist a sequence
(va(ε), vb(ε)) ∈ Lp(Ωa;R3) × Lp(Ωb;R3) which converges strongly to (va, vb) such that sequence
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J̃(ε)((va(ε), vb(ε))) converges and satisfies

lim
ε→0 J̃(ε)((va(ε), vb(ε))) ≤

∫ 1
0

W
((
e1 +w1|e2 +w2|e3 + ∂3va

))
dx3

+

∫ 1/2
−1/2

W
((
e1 + ∂1vb|e2 + ζ2|e3 + ζ3

))
dx1

−

∫ 1
0

ga · ((0, 0, x3) + va)dx3 −
∫ 1/2
−1/2

gb · ((x1, 0, 0) + vb)dx1 . (3.48)

Proof. Given (va, vb) ∈ VJ and ((w2, ζ2), (w1, ζ3)) ∈ VJ × VJ we define the displacements:

va(ε)(x) =



va(x3) + εx2w2(x3) + εx1w1(x3), if x ∈ (−1
2
, 1
2
)2 × (ε, 1),

x3

ε
(va(ε) + εx2w2(ε) + εx1w1(ε))

+
ε− x3
ε

[
vb(εx1) + εx2ζ2(εx1) + εx3ζ3(εx1)

]
if x ∈ (−1

2
, 1
2
)2 × [0, ε]

(3.49)

vb(ε)(x) = vb(x1) + εx2ζ2(x1) + εx3ζ3(x1) if x ∈ (−1
2
, 1
2
)2 × (−1, 0), (3.50)

choice which is inspired both by Gaudiello et al. and by [58]. It can be checked

that
(
va(ε)(x), vb(ε)(x)

)
∈ V(ε) and va(ε) → va strongly in W1,p(Ωa;R3) and vb(ε) →

vb strongly in W1,p(Ωb;R3). Finally, by an application of the dominated convergence theorem and

the growth estimate one derives that

lim
ε→0 J̃(ε)((va(ε), vb(ε))) =

∫ 1
0

W
((
e1 +w1|e2 +w2|e3 + ∂3va

))
dx3

+

∫ 1/2
−1/2

W
((
e1 + ∂1vb|e2 + ζ2|e3 + ζ3

))
dx1

−

∫ 1
0

ga · ((0, 0, x3) + va)dx3 −
∫ 1/2
−1/2

gb · ((x1, 0, 0) + vb)dx1 .

�

The proof of Theorem 2.2 It is well known that in a separable metric space, the sequence J̃(ε) always

has a Γ−convergent subsequence (see [13]). We shall now show that any Γ -limit coincides with J̃(0)

defined in subsection 3.2.4 which implies that the entire sequence Γ -converges to J̃(0) proving the

theorem.

To begin, we consider a subsequence of J̃(ε) which Γ -converges and for convenience, index it by ε.
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Also let J be the Γ -limit of this subsequence. By the definition of Γ -convergence (see Braides [12]):

J(v) = inf{lim inf
ε→0 J̃(ε)(v(ε) : v(ε)→ v ∈ Lp(Ωa;R3)× Lp(Ωb;R3)}

= inf{lim sup
ε→0 J̃(ε)(v(ε) : v(ε)→ v ∈ Lp(Ωa;R3)× Lp(Ωb;R3)} .

By Proposition 3.3.1, it follows, by taking the infimum over all sequences v(ε) that converge to v in
Lp(Ωa;R3)× Lp(Ωb;R3), that

J(v) ≥ J̃(0)(v) for all v ∈ Lp(Ωa;R3)× Lp(Ωb;R3) . (3.51)

To prove the reverse inequality, we shall use Proposition 3.3.2. It is enough to consider (va, vb) ∈ VJ.
For such a v and for different choices of ((w2, ζ2), (w1, ζ3)) belonging to VJ × VJ, we can construct se-
quences (va(ε), vb(ε)) converging to (va, vb) strongly inW1,p(Ωa;R3)×W1,p(Ωb;R3) for which (3.48)
of Proposition 3.3.2 holds. So, taking the infimum over all such sequences and using once again the
definition of the Γ -limit, we get

J(va, vb) ≤ inf
(va(ε),vb(ε))→(va,vb)

lim
ε→0 J̃(ε)((va(ε), vb(ε)))

≤ inf
((w2,ζ2),(w1,ζ3))∈VJ×VJ

(∫1
0

W
((
e1 +w1|e2 +w2|e3 + ∂3va

))
dx3

+

∫1/2
−1/2

W
((
e1 + ∂1vb|e2 + ζ2|e3 + ζ3

))
dx1 −

∫1
0

ga · ((0, 0, x3) + va)dx3

−

∫1/2
−1/2

gb · ((x1, 0, 0) + vb)dx1

)
. (3.52)

However, by the density of W
1,p
a ((0, 1);R3) and W

1,p
b

(
(− 1

2 ,
1
2);R

3
)

in Lp((0, 1);R3) and

Lp
(
(− 1

2 ,
1
2);R

3
)
, respectively, we have

inf
(w1,w2)∈W1,pa ((0,1);R3)×W1,pa ((0,1);R3)

∫ 1
0

W
((
e1 +w1|e2 +w2|∂3ψa

))
dx3

= inf
(w1,w2)∈Lp((0,1);R3)×Lp((0,1);R3)

∫ 1
0

W
((
e1 +w1|e2 +w2|∂3ψa

))
dx3 (3.53)
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and

inf
(ζ2,ζ3)∈W1,pb ((− 12 ,

1
2
);R3)×W1,pb ((− 12 ,

1
2
);R3)

∫ 1/2
−1/2

W
((
∂1ψb|e2 + ζ2|e3 + ζ3

))
dx1

= inf
(ζ2,ζ3)∈Lp((− 12 ,

1
2
);R3)×Lp((− 12 ,

1
2
);R3)

∫ 1/2
−1/2

W
((
∂1ψb|e2 + ζ2|e3 + ζ3

))
dx1 . (3.54)

Let

Ka(x, z1, z2) :=W
(
e1 + z1|e2 + z2|e3 + ∂3va(x)

)
and

Kb(x, z2, z3) :=W
(
e1 + ∂3vb(x)|e2 + z2|e3 + z3

)
.

These are Carathéodory functions and the measurable selection lemma cf. [34] shows that there exist

measurable functions w∗1, w
∗
2, ζ
∗
2 and ζ∗3 such that Wa(e3 + ∂3va(x)) =W
((
e1 +w

∗
1(x)|e2 +w

∗
2(x)|e3 + ∂3v

a(x)
))

for almost all x ∈ (0, 1),

Wb(e1 + ∂1vb(x)) =W
((
e1 + ∂1vb(x)|e2 + ζ

∗
2(x)|e3 + ζ

∗
3(x)

))
for almost all x ∈ (− 1

2 ,
1
2).

(3.55)

From the coercivity ofW, we can deduce that (w∗1, w
∗
2, ζ
∗
2, ζ
∗
3) ∈ Lp((0, 1);R3)2×Lp((−

1
2 ,
1
2);R

3)2. Now,

from (3.52)-(3.55), it can be deduced that

J(va, vb) ≤
∫ 1
0

Wa

(
e3 +

dva

dx3

)
dx3 +

∫ 1/2
−1/2

Wb

(
e1 +

dvb

dx1

)
dx1

−

∫ 1
0

ga · ((0, 0, x3) + va)dx3 −
∫ 1/2
−1/2

gb · ((x1, 0, 0) + vb)dx1

The Γ -limit J is always lower semi-continuous and so by the above inequality, it is less than the lower

semi-continuous envelope of the right hand side which is exactly the right hand side in (3.23). �
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3.4 An example

We conclude this article by examining the case of the Saint-Venant-Kirchhoff material in detail. Recall

that the Saint-Venant-Kirchhoff stored energy function is given by

W(F) =
µ

4
tr
(
FTF− I

)2
+
λ

8

(
tr
(
FTF− I

))2
, ∀F ∈ R3×3,

where µ and λ are the Lamé moduli, which we assume to be such that µ > 0 and λ ≥ 0.

This W has the following properties required of hyperelastic three-dimensional bodies which are:

(a) Objectivity or material frame-indifference principle:

∀F ∈ R3×3, ∀R ∈ SO(3), W(RF) =W(F). (3.56)

(b) Natural state: W(I) = minW = 0.

We did not consider these properties during the process of obtaining the variational limit of the three

dimensional model since it does not affect the convergence analysis. However, these properties have a

consequence on the stored energy of the one dimensional model. In fact, it has been shown in Acerbi

et al. [1] that when these hold for W then Wa(z) and Wb(z) will depend only on |z| and moreover,

W∗∗a and W∗∗b necessarily vanish on the unit ball in R3. We now obtain the explicit expressions of W∗∗a
and W∗∗b .

PROPOSITION 3.4.1. For the Saint-Venant-Kirchhoff stored energy function, we have

Wb(z) =Wa(z) =
µ(3λ+ 2µ)

8(λ+ µ)
h2(z) +

1

8(λ+ µ)
([λh(z) − 2(λ+ µ)]+)

2 , (3.57)

where h(z) = (|z|2 − 1) and the junction energies are given by

W∗∗a (z) =W∗∗b (z) =
E

8
([|z|2 − 1]+)

2 +
E

4(1+ ν)(1− 2ν)
([ν |z|2 − (1+ ν)]+)

2 (3.58)

respectively, where |z| ≥ 0 is the norm of z ∈ R3×1 and E =
µ(3λ+ 2µ)

λ+ µ
is the Young modulus and

ν =
λ

2(µ+ λ)
is the Poisson’s ratio.
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Proof. For calculating Wa, let us first express W(F) in terms of the column vectors of F:

W(F) =
µ

4

 3∑
i,j=1

(zi · zj − δij)2
+

λ

8

(
3∑
i=1

(|zi|
2 − 1)

)2

=
µ

4

 2∑
α,β=1

(zα · zβ − δαβ)
2

+
λ

8

(
2∑
α=1

(|zα|
2 − 1)

)2
+
µ

2

(
2∑
α=1

(zα · z3)2
)

+
(2µ+ λ)

8
(|z3|

2 − 1)2 +
λ

4
(|z3|

2 − 1)

(
2∑
α=1

|zα|
2 − 1

)
. (3.59)

By an inspection of (3.59), it is clear that in order to minimize W((F|z3)) with respect to F = (z1|z2),

we need to choose {z1, z2, z3} as a orthogonal set. If we now set t = |z1| and s = |z2|, then we are left

with minimizing the function

f(s, t) =
2µ+ λ

8
[(s2 − 1)2 + (t2 − 1)2] +

λ

4
[(s2 − 1) + (t2 − 1)](|z3|

2 − 1)

+
λ

4
(s2 − 1)(t2 − 1) (3.60)

over the set {(s, t) ∈ R2 : s ≥ 0 ∧ t ≥ 0} with |z3| as a parameter. Letting x = s2 − 1, y = t2 − 1 and

h = (|z3|
2 − 1), we need to minimize the function

g(x, y) =
λ+ 2µ

8
(x2 + y2) +

λ

4
(x+ y)h+

λ

4
xy (3.61)

over the set Λ = {(x, y) ∈ R2 : x ≥ −1 ∧ y ≥ −1}. The eigenvalues of this function are µ
4 and λ+µ

4

which are non-negative by the hypotheses on λ and µ and so this is a positive definite quadratic form.

The unique critical point of the quadratic form on R2 is

(x0, y0) =

(
−

λ

2(λ+ µ)
h,−

λ

2(λ+ µ)
h

)
. (3.62)

We now need to analyze two cases. When the critical point belongs to Λ, which happens if and only

if h ≤ 2(λ+ µ)

λ
, the minimum of g is attained at (x0, y0). For h >

2(λ+ µ)

λ
, it can be shown that the

minimum of g is achieved in (−1,−1). Therefore,

min g =


g(x0, y0) = −

λ2

8(λ+ µ)
h2 if h ≤ 2(λ+ µ)

λ
,

g(−1,−1) =
λ+ µ

2
−
λ

2
h if h >

2(λ+ µ)

λ
.

(3.63)
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Then, the value of Wa(z3) as stated in (3.57) is obtained by adding the term (2µ+λ)
8 (|z3|

2− 1)2 to ming

in (3.63) which only depends on z3 and there after performing a simple calculation.

We now compute the convex envelope W∗∗a of Wa. We observe that Wa is non-negative and takes its

minimum value at all z ∈ R3 with norm 1. Moreover, it is convex for |z| ≥ 1. So, the convex envelope

is given by expression (3.58).

�
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[72] J. TAMBACA AND I. VELČIĆ, Derivation of the nonlinear bending-torsion model for a junction of

elastic rods. Proc. Roy. Soc. Edinburgh, 142A (2012), 633–664.
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VARIATIONAL LIMITS OF PROBLEMS IN JUNCTION DOMAINS FOR

FERROELECTRIC AND HYPERELASTIC MATERIALS BY REDUCTION

OF DIMENSION

Pedro L. Hernández-Llanos

In this work, firstly we study the junction phenomena for two joined thin structures in two kind of context, the first: Fer-
roelectricity, starting from a non-convex and nonlocal 3D-variational model for the electric polarization in a T−junction of two
orthogonal thin wires made of ferroelectric material, and using an asymptotic process based on dimensional reduction, we ob-
tain different 1D variational models depending of the initially boundary condition. The second one context: Hyperelasticity with
homogeneous material, starting from 3D nonlinear elasticity equations and using dimensional reduction and Γ−convergence
analyze junction phenomena for two orthogonal joined thin beams and we obtain a 1D variational model composed of the
elastic energy of the vertical beam and the horizontal beam.

Keywords: Electric polarization, ferroelectric devices, hyperelasticity, thin wire, junctions, dimension reduction, gamma-
convergence.

En este trabajo primeramente estudiamos el fenómeno de la unión para dos estructuras en dos tipos de contextos, el
primero: Ferroelectricidad, iniciando desde un modelo tridimensional variacional no local y no convexo para la polarización
eléctrica en una unión en forma de T de dos cables ortogonales hechos de material ferroeléctrico, y usando un proceso
asintótico basado en reducción dimensional , obtenemos distintos modelos 1D dependiendo de las condiciones de frontera
iniciales. El segundo contexto: Hiperelasticidad con material homogéneo, a partir de las ecuaciones de elasticidad tridimen-
sional y usando reducción de dimensión y Γ−convergencia analizamos el fenómeno de la unión para dos vigas ortogonales
unidas y obtenemos un modelo variacional 1D compuesto de la energía elástica de la viga vertical y la viga horizontal.

Palabras Claves: Polarización eléctrica, dispositivos ferroeléctricos, hiperelasticidad, cables delgados, uniones, reducción de
dimensión, gamma-convergencia.
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